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Abstract

A simultaneous autofocus and two-fold astigmatism correction method for electron microscopy is de-
scribed. The method uses derivative-free optimization in order to find a global optimum of an im-
age variance, which is an image quality measure. The Nelder-Mead simplex method and the Powell
interpolation-based trust-region method are discussed and compared for an application running on a
scanning transmission electron microscope.
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1. Introduction

Electron microscopy is a powerful tool in semiconductor industry, life and material sciences. Both the
defocus and the two-fold astigmatism have to be adjusted regularly during the image recording process in
an electron microscope. It has to do with regular operations such as inserting a new sample, changing the
stage position or magnification. Other possible reasons are for instance instabilities of the electron micro-
scope (instabilities of electron beam, stage drift, etc.) and magnetic nature of some samples. Nowadays it
still requires an expert operator in order to manually and repeatedly obtain in-focus and astigmatism-free
images. For the next instrument generations the manual operation has to be automated. One of the rea-
sons is that for some applications the high level of repetition severely strains the required concentration.
Therefore, a robust and reliable simultaneous autofocus and two-fold astigmatism correction algorithm
is a necessary tool for electron microscopy applications.

For a specific geometry of input sample we consider a microscopic image as a function f(x,p) of
spacial coordinates x and machine parameters p. For an image f(x,p) its quality (sharpness) can
be estimated by a real-valued quality measure o(f(x,p)). Image quality measure F(p) := o(f(x,p))
reaches its minimum, when an image has highest possible quality, i.e. the microscopic parameters p are
at optimal focus and astigmatism. The optimization goal is then to minimize the image quality measure
of the parameters defocus, x-stigmator and y-stigmator, to be denoted by p1, p2 and ps3 respectively, i.e.

mln F(p), p = (p17p27p3)T' (1)
pPER?

Thus, the problem of automated defocus and astigmatism correction in electron microscopy can be con-
sidered as at least a three-parameter optimization problem (one focus and two astigmatism parameters)
p € R3. The evaluation function is an image f(x,p) recording with computing of an image quality
measure o(f(x,p)). To this end the derivative-free Nelder-Mead simplex method is used in [7]. The
approach proves to work both for simulated images and in a real-world application of Scanning Trans-
mission Electron Microscopy. The accuracy of the method is comparable to a human operator and the
speed is faster. In this paper we replace Nelder-Mead simplex method by the Powell interpolation-based
trust-region method, and show that the second one requires less function evaluations in general and thus
has a better performance.

In the next section a short introduction into electron microscopy, defocus and astigmatism correction
is given. The linear image formation model is presented. As image quality measure o(f(x,p)) we intro-
duce and define the variance. In Section 3 an overview of the two derivative-free optimization methods
(Nelder-Mead and Powell methods) is given. Section 4 describes experimental results from a real-world
application. Section 5 summarizes the paper with discussion and conclusions.

2. Autofocus and astigmatism correction in electron microscopy
The resolution of a typical light microscope is 200 nm, being limited only by the wavelength of visible light.



The electron microscope uses electrons instead of photons used in optical microscopy. The wavelength
of electrons is much smaller than the wavelength of photons (for example, for 100-keV electrons, A = 3.7
pm), which makes it possible to achieve much higher magnifications than in light microscopy.

The history of electron microscopy goes back to 1931, when German engineers Ernst Ruska and
Max Knoll constructed the prototype electron microscope, capable of only 400x magnification. The
simplest Transmission Electron Microscope (TEM) is an exact analogue of the light microscope (see
Figure 1(a)). The illumination coming from the electron gun is concentrated on the specimen with the
condenser lens. The electrons transmitted through a specimen are focused by an objective lens into a
magnified intermediate image, which is enlarged by projector lenses and formed on the fluorescent screen
or photographic film. The practical realization of TEM is larger and more complex than the diagram
suggests: High vacuum, long electron path, highly stabilized electronic supplies for electron lenses are
required [9]. The accelerating voltage of the TEM electron source is 100-1000 kV.

In a Scanning Electron Microscope (SEM) a fine probe of electrons with energies from a few hundred
eV to tens of keV is focused at the surface of the specimen and scanned across it (see Figure 1(b)). A
current of emitted electrons is collected, amplified and used to modulate the brightness of a cathode-
ray tube. Scanning Transmission Electron Microscope (STEM) is a combination of SEM and TEM. A
fine probe of electrons is scanned over a specimen and transmitted electrons are being collected to form
an image signal [3]. Resolution of STEM achieves 0.05 nm nowadays. Figure 1(c) shows STEM (FEI
company). The resolution in electron microscopy is limited by abberations of the magnetic lens, but not
by the wavelength, as in light microscopy.
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Figure 1: 1(a) Schematic drawings of light microscope and transmission electron microscope (taken
from [9]); 1(b) schematic drawings of scanning electron microscope (taken from [9]); 1(c) FEI’s scanning
transmission electron microscope.

Astigmatism is a lens abberation that deals with the fact that the lens is not perfectly symmetric.
Figure 2(a) shows a ray diagram for an astigmatism-free situation. The only adjustable parameter in
order to get a sharp image is the current through magnetic lens; it changes the lens focal length and
focuses the magnetic beam on the image plane. This is the parameter p; in Eq.(1). Astigmatism implies
that the rays traveling through a horizontal plane will be focussed at a different focal point with the rays
traveling through vertical plane (Figure 2(b)). Due to the presence of astigmatism the electron beam
becomes elliptic. Two stigmators (X-stigmator and Y-stigmator) that correspond to parameters ps and
ps in Eq.(1) adjust the final beam shape, by applying a correcting field (Figures 2(c), 2(d)).

Let f(x,p) be an image, where x = (z,y) are the spatial coordinates and p € R? is a vector of defocus
and two-fold astigmatism parameters. A linear image formation model is given as in [4]

£, ) = wo(x) * h(x, p) + €(x) = / /X ol )h(x — %/, p)dx’ + €(x), (2)
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Figure 2: 2(a) Ray diagram for astigmatism-free lens, the lens has one focal point; 2(b) ray diagram for
lens with astigmatism, the lens has two focal points; 2(c) and 2(d) show schemes of X- and Y-stigmators
correspondingly that are used for correction of astigmatic electron beam.

where # denotes convolution, g (x) is a function that describes microscopic object geometry, h(x,p) is
an intensity of a probe function (or a point spread function) and €(x) is noise. The mean value of the

image f(x,p) is ], fp)d
P = Jx fxPldx
Fp) = 2 @

The image quality is estimated by measure o which is a real-valued function of the image. An overview
of different image quality measures can be found in [8]. In this paper, as well as in [7], the image variance
is used as an image quality measure

F(p) = o(f(x.p)) = _% / /X 1£(x,p) — F(p)[*dx. @

The use of variance is based on the assumption that a defocused (out-of-focus) image has a lower
contrast than the in-focus one. Image variance values F(p) as well as variance shape F are not known
in advance, because they depend on the object geometry o(x), which is generally unknown. It has
been proven in [2] that the variance of an amorphous image reaches its global optimum (in our case
minimum) for ideal defocus and astigmatism in SEM under assumptions of a Gaussian point spread
function, amorphous sample and noise-free situation (¢(x) = 0 in Eq.(2)). It has been shown numerically
in [7] that variance reaches its global optimum for ideal defocus and astigmatism in STEM for abberation-
based point spread function and typical types of samples.

The image quality measure optimization in electron microscopy has the following characteristics:

e The objective function F'(p) might be noisy due to the noise €(x) in image formation;
e The objective function F(p) might have local optima due to the sample’s geometry 1 (x);

o At different moments in time
t1 # ta 1 Iy, (P) # I, (P) (5)

not only due to the noise €(x), but also due to instabilities, like sample drift, sample contamination
and hysteresis of magnetic lens.

e Computations determining an image quality measure cost much less time than an image recording.
Therefore, and also because repeated recordings can damage or destruct the sample, it is needed to
optimize the focus and astigmatism with just few recordings (few function evaluations);

e Analytical derivative information is not available. Calculating (approximately) derivatives with
finite differences would dramatically increase the amount of necessary image recordings, and is
therefore not discussable.

3. Derivative-free optimization

In this section we give a short overview of Nelder-Mead simplex method[1] and the Powell interpolation-
based trust-region method [5], which both serve to find a local optimum of a function. Both methods do
not use derivative information. Nelder-Mead makes no assumption about the objective function shape,
while Powell method assumes quadratic shapes. In the next section the results of comparison of both
methods for autofocus and astigmatism correction application in STEM are presented.



Every iteration of the Nelder-Mead method is based on a simplex. A simplex in n dimensions is the
convex hull of n+ 1 points. For our application Eq.(1) with one defocus and two astigmatism parameters
to replace n = 3, and the simplex is a tetrahedron. The Nelder-Mead simplex method initially needs n+1
points for the definition of a starting simplex. In electron microscopy the starting point is initial position
of microscope defocus and astigmatism parameters pg € R™*!. Thus, for the given input parameter
Preg,NM > 0 and the vertices of initial simplex P € R»*n+1l are constructed as

P; =po + poeg.nme€i;, ©=0...3,

where e;, 4= 1...3 is a unit vector and ey = 0. For every iteration the Nelder-Mead simplex method
evaluates the function for a finite number of points (between 1 and n+2). Further, Nelder-Mead replaces
the point with the largest variance in the simplex, with one with a lower variance. The algorithm stops
when the difference in variance for a small simplex according to the input tolerance parameter penq,n > 0
becomes small

lPk,1 — Pr.2lloc < Pend, N,

where py 1, Pi,2 are the two points of the simplex on kth iteration with the lowest variance. Thus, the
method requires two input parameters:

Pbeg,N > Pend,NM > 0.

The Nelder-Mead implementation used for the application described in the following section is based on
the code available in the Matlab Optimization Toolbox V3.1.2.
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Figure 3: The flowchart of the interpolation-based trust-region method.

The second method we consider to solve problem Eq.(1) is an interpolation-based trust region,
following Powell’s UOBYQA (Unconstrained Optimization BY Quadratic Approximation) [5]. The
interpolation-based trust-region employs a series of local quadratic models that interpolate m sample
points of the objective function. The quadratic model is constructed using standard Lagrangian basis
functions and is minimized within the trusted region of the current iterate(s) to obtain a trial point. The
repeated quadratic model minimization converges to the nearest local minimum. Each computed trial
point is tested by a certain mechanism whether it is accepted or rejected. Each trust-region iteration



replaces at most one interpolation point in the set, keeping m fixed. In other words, at most only one
function evaluation per iteration is required. When an interpolation point in the set is replaced by a
new one, the Lagrangian functions are adapted as well leading to a new quadratic model of the objective
function. The iterative process is stopped if the length of the trial step is below tolerance or the maximum
allowable number of function evaluations is reached.

Starting the method requires an initial point p, € R", and an initial trust-region radius ppey € R.
The stopping criterion parameters need to be supplied as well, i.e., the maximum allowable function
evaluations ¢,q; € N, and the final trust-region radius penq € R. The objective function is approximated
by a quadratic model

1
Q(py + Ap) = ¢ + 8HAP + §APTGQAP (6)
that is constructed by interpolating a uni-solvent set of points {p,}7; which interpolates F
Q(p;) = F(p;), 1=1,2,...,m, (7)

where the initial interpolation points have been chosen automatically according to the initial point and
the initial trust-region radius. In the quadratic model Eq.(6), the coefficients are the scalar cq, the vector
g, and the symmetric matrix G¢. The point p;, € {p,;}, is the center of the trust-region and is the
latest best point in the interpolation set, i.e., Q(py) = F'(py) = min{F(p;),j = 1,2,...,m}. It also acts
as the center of Taylor expansion of F'. To describe the coefficients of Eq.(6) uniquely, we require m, the
number of interpolation points, to be %(n + 1)(n + 2). For application Eq.(1), since we have n = 3, we
need 10 initial interpolation points and hence, 10 function evaluations to initialize the method.

The quadratic model is constructed using Lagrangian basis functions. Each Lagrangian function,
¢;,j=1,...,m,is a quadratic polynomial ¢; from R™ to R that has property ¢;(p;) :=d;;,i =1,...,m,
and takes the form in an analogous way to that of Eq.(6). The use of Lagrange functions has three-fold
advantages: they are useful to maintain the non-singularity of the interpolation system, they provide an
error bound of the quadratic model, they can be updated efficiently if there is a change of point in the
interpolation set [6].

We work explicitly with the coeflicients of the quadratic model ), and the Lagrange function ¢;, j =
1,...,m. They are carried out and updated throughout the computation. The initial coefficients of the
Lagrangian functions are obtained by solving systems of linear equations. As soon as the coefficients of
all Lagrangian functions are available, obtaining the coefficients of the quadratic model are trivial. This
approach is simple and easy to implement but might not be the most efficient one. In [5, 6], Powell
describes a more efficient approach in finding the analytical expression of the Lagrange functions and
their corresponding derivatives by making use of the structure of the initial interpolation points, i.e., they
are constructed on the lattice points.

The quadratic model Eq.(6) is used in a trust-region calculation to find a trial step Ap such that the
quadratic model is minimum within the trust-region

min Q(p, + Ap 8
|Apil, @ P+ AP) 8
where || - || denotes Euclidean 2-norm and 7 is the outer trust-region radius. In the method, we make

use of two radii to define the trust-region. They are the inner and the outer trust-region radii, denoted
by p and 7, respectively, where 7 > p and ppeg > p > pend- The inner radius is never increased since
this will require decrement later which can reduce the efficiency of the algorithm. It is decreased if no
further improvement in the optimization can be obtained with the current p. On the other hand, the
outer radius is allowed to increase and decrease depending on the success in the optimization, expressed
in the ratio of the reduction in the objective function and the reduction in the quadratic model. The
advantage of using the two radii is to allow the trial step length to exceed the inner radius.

The trial point (p; + Ap) is accepted if it maintains the non-singularity of the interpolation system.
Otherwise, we either improve the geometry of the interpolation system or decrease the outer trust-region
radius. To improve the geometry of the interpolation set, we typically move a point that is far away from
the current best point. However, in general the process is assisted by the Lagrange functions that exploit
the error bound estimate of the quadratic model derived by Powell [6].

The modification of the trust-region radii is described in the following paragraph. After solving
the trust-region subproblem, we calculate the ratio of the reduction in the objective function and the

reduction in the quadratic model:
.. Fr) = F(py + Ap) (9)
Q(py) — Q(py, + Ap)
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The ratio Eq.(9) is typical in trust-region framework. It controls the the increase or decrease of the
outer trust-region radius, 7. We typically increase the radius if the ratio is relatively high and decrease
it otherwise. The precise updating is given as follow:

max T»%HAP||7P+||APH]7 r=>0.7;
7=< max %T, HApm , 0.1<r<0.7; (10)
418p], r<ol.

Ifr< % p we set 7 = p since p < 7 is mandatory. Moreover, as mentioned previously that the inner
trust-region radius is reduced if no further reduction can be obtained from the current value. If p > pend,
the updating is done as follow

Pend; Pend < p < 16pend;
P = VP Pend; 16pend <p S 250pe71d; (11)
0.1p, P > 250pend.

The numbers in Eq.(10) and Eq.(11) are recommended by Powell in [5], and we follow this without any
changes.

Once an interpolation point in the set is replaced by a new point, while keeping all the remaining
points, all the coefficients of the Lagrangian functions and the quadratic model need to be updated. This
is where the use of the Lagrangian functions is handy that they provide an efficient updating procedure
as explained in [6]. The steps from solving the trust-region subproblem and updating the interpolation
points, trust-region radii, the coefficients of Lagrangian functions and quadratic model are repeated until
one of the two stopping criterion are satisfied. We stop if the maximum allowable number of function
evaluations is reached (¢ > ¢jnqz) or if the inner trust-region radius is smaller than the final trust-region
radius (p < pena). The first is related to the expensive computation of the objective value while the
second is related to the accuracy of the method. We summarize the method in an flowchart shown in
Figure 3.

Table 1: Microscope settings during experiments.

Electron voltage | Camera length | Spot size | Dwell time Image size Pixel depth
200 keV 200 mm 8 1.25 ps 256 x 256 pixels 16-bit

4. Experimental results

The experiments with the method application are performed on a FEI Tecnai F20 STEM electron mi-
croscope with the settings summarized in Table 1. We use the carbon cross grating sample, which is
designed for microscope calibration. In every experiment the correction of defocus and astigmatism is
performed with the help of Powell and Nelder-Mead methods sequentially. The methods are applied to
the same starting point pg with the equal sets of initial parameters

Pbeg, NM = Pbeg; (12)

Pend, NM = Pend- (13)

Table 2: Experimental results

Powell Nelder-Mead

N | Magnification | Improvement | Evaluations | Improvement | Evaluations | Ratio

v E UNM ENM R
1 10000 x 3.16 22 2.5 49 2.81
2 10000 x 7.45 25 4.15 66 4.74
3 10000 % 10.38 24 10.8 35 1.4
4 40000 x 2.03 20 2.24 31 1.4
5 40000 x 8.09 27 8.16 28 1.03
6 160000 x 20.49 18 21.71 23 1.21
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Figure 4: Tlustration of application work for experiments N=1,4,7 from Table 2.
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Figure 5: Parameter changes in Experiment 4.

Due to Eq.(12) the initial simplex for Nelder-Mead, consisting of n + 1 = 4 points, is a subset of initial
trust-region for Powell, consisting of 3(n + 1)(n + 2) = 10 points.

In all the test cases summarized in Table 2 both methods are able to find the global optimum suc-
cessfully. However, the amount of required function evaluations appears to be different. Though equality
Eq.(13) takes place, the two stopping criteria have different meanings for Powell and Nelder-Mead meth-
ods. As a result Nelder-Mead method aims to achieve lower objective function values than Powell method
and as a consequence performs larger amount of function evaluations. In order to make a truthful com-
parison with Powell we take the last function evaluations of Nelder-Mead away till the variance values
similar to the last values of Powell is reached. The amount of function evaluations left for Nelder-Mead
are shown in Table 2. Still the amount of required function evaluations is different. The first column of
Table 2 indicates the experiment number. The second column shows magnification of the microscope,
for which the experiment is performed. The columns Improvement correspond to the relative variance
improvement

L Ffinal - Finitial

v (14)

Finitial
for Nelder-Mead and Powell methods correspondingly. In Eq.(14) Finitiar := F(po). We take into
account the relative value of variance change Eq.(14) instead of the absolute value, because the absolute
value changes due to noise and instabilities Eq.(5). The columns Evaluations indicate amount of function

evaluations for each of the methods. The final ratio is computed as a ratio of average function improvement
per iteration for both methods

Ri= (50 (o). (15)

We can see that in all the six cases R > 0, which means that Powell method shows a higher performance
than Nelder-Mead method, i.e. it required less function evaluations in order to achieve the same quality
image as Nelder-Mead method. However, in some cases this difference is large (Experiment 2) and
sometimes the performances of the algorithms is almost equal (Experiment 5).

Figure 4 gives an illustration of application work for experiments N=1,4,7 from Table 2. Figures 4(a),
4(b), 4(c) show defocused, stigmatic images of carbon cross grating sample before the optimization. For
every experiment both Powell and Nelder-Mead optimization are applied and leaded to the similar final
results. Figures 4(d), 4(e), 4(f) show images after optimization. The change of variance versus function



evaluations for Nelder-Mead is shown in figures 4(g), 4(h), 4(i) and for Powell in figures 4(j), 4(k), 4(1).
These plots clearly show that though Powell requires a larger amount of initial function evaluations it
reaches the optimum faster. We can observe that the variance magnitude (vertical axes of the plots)
changes ten times, when magnifications changes from 10000x to 40000x. It deals with the fact that
the observed sample’s geometry changes. It is one of the reasons why it is important to observe relative
change in variance, while the absolute value of it does not play any role.

Figure 5 shows the change of parameters p during optimizations in Experiment 4. The values of
defocus are given in um and stigmator values are given in arbitrary machine units. Both Nelder-Mead
and Powell methods converge to the same values, though Nelder-Mead requires more function evaluations.
We can observe that stigmator values in this experiment are initially close to ideal, while defocus is far
off.

As it is mentioned before, one function evaluation corresponds to one image recording. One image
recording in STEM costs about 1-30 seconds depending on microscopic parameters like dwell time and
amount of pixels in the image. In the case of described experiment for the settings summarized in Table
1 the total optimization time for instance for Experiment 1 is about 1 minute 25 seconds for Nelder-Mead
method and 35 seconds for Powell method.

5. Discussion and conclusions

The experiments with the real microscopy application have shown that the Powell method uses fewer
function evaluations than Nelder-Mead and is therefore faster than the application in [7]. The possible
explanation for it could be that the Powell method uses 3(n + 1)(n + 2) = 10 points (and hence 10
function evaluations) to initialize the method. These points are used to approximate the derivative of
the objective function which helps the method for this application to make an rapid initial step towards
the optimum, which can be clearly seen in the 4th row of Figure 4. The use of the quadratic model in
the method improves the overall performance of the method because of the explicit approximation of the
gradient and the hessian of the objective function. On the other hand, Nelder-Mead uses only n+ 1 =4
points (and hence 4 function evaluations) to initialize the method. Thus, it is less flexible to decide to
which direction to go. Moreover, the progress towards the optimum is only based on function values
without even implicit information on the objective function derivative.
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