Imperialist Competitive Algorithm for truss structures with discrete variables

Hadi Eskandar 1, Pouya Salehi 2, A. Ghoddosian 3

1 University of Semnan, Semnan, Iran, hadi.eskandar@yahoo.com
2 University of Semnan, Semnan, Iran, pouya.salehi@gmail.com

Abstract

Although the goal of optimization is to reduce the costs of a structure construction, but it is clear the considering of economical conditions and engineering criterions. This study is a new method called Imperialist Competitive Algorithm (ICA) which is employed to optimization of several truss structures with discrete variables, and compared with the Heuristic Particle Swarm Optimization (HPSO) and other methods. The results show that the ICA is the robust algorithm for finding the global optimum and has the fastest convergence rate among these methods. Also by the solved examples, it is shown that this method is quite proper even for constrained problems. Furthermore, the proposed ICA can be effectively used to solve optimization problems for structures with discrete variables.
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1. Introduction

In recent decades, different optimizing algorithms for truss optimization are widely used, and this makes the designing of truss structure optimizers to be attractive for researchers in the optimization field. There are three main categories in structural optimization:

a) Sizing Optimization (the cross-sectional areas of the members are considered as design variables [1, 2]).

b) Shape Optimization (The nodes coordinates are considered as the design variables [2]).

c) Topology Optimization (The location of links in which connect the nodes to each other, are considered as design variables [3]). While optimizing a problem, we may consider two or all of these three types, at the same time.

The design variables in most of optimization problems are continuous. However, in reality in some problems, the design variables such as cross-sectional areas have discrete amounts due to production of bars with special cross sectional areas. The discrete optimization problems are being solved by using mathematical methods or round-off techniques for continuous solutions. The solutions calculated by this method, may be infeasible or be far from optimum solution [4].

Recently, the new methods such as genetic algorithm [5], simulated annealing (SA) [6], particle swarm optimization (PSO) [7] and other stochastic searching methods (which are inspired from the nature) are used in optimizing the trusses.

This paper presents an imperialist competitive algorithm (ICA) that is one of the newest algorithms in optimization field. This algorithm suggested by Atashpaz et al… [8-9]. The ICA method is inspired from a social-Human phenomenon and has two great characteristics; a) high ability of this algorithm to search the global optimization even when facing with nonlinear optimization problems and b) fast convergence speed [9]. In this paper, the ICA method is applied to the structural optimization problems. The work shows the proposed ICA can be effectively used to solve optimization problems for steel structures with discrete variables.

The present paper is organized as follows: After present introductory section in Section 2, the Imperialist Competitive Algorithm is described. The formula for discrete optimizing problems is driven in Section 3. Various examples are studied in Section 4 and the advantages of the ICA are discussed. At the end in Section 5, the conclusions are presented.

2. The Imperialist Competitive Algorithm

Imperialist Competitive Algorithm is inspired from the socio-political process of imperialism and imperialistic competition. This algorithm (like many optimization algorithms) starts with an initial population. Each individual of the population is called a ‘country’. Some of the best countries with the minimum cost are considered as the imperialist states and the rest will be the colonies of those imperialist states. All the colonies are distributed among the imperialist countries regarding their power. The power of each country is inversely proportional to its cost, which is the fitness value in the GA.

2.1. Creation of initial empires

Since our final goal in optimization is to find an optimal solution in terms of the variables of the problem, an array
of variable that are going to be optimized should be formed. When solving a $N_{var}$ dimensional optimization problem, a country is a $1 \times N_{var}$ array. This country is defined as follow:

\[ \text{Country} = [p_1, p_2, p_3, \ldots, p_{N_{var}}] \]  

(1)

where $p_i$s are considered as the variables that should be optimized. When the problem was optimized, the optimal solution is going to be find which is the one with the minimum cost value. By evaluating the cost function, $f$, for variables $(p_1, p_2, p_3, \ldots, p_{N_{var}})$, the cost of a country will be found (Equation (2)):

\[ c_i = \text{Cost}_i = f(\text{country}_i) = f(p_1, p_2, p_3, \ldots, p_{N_{var}}) \]  

(2)

To define the algorithm, first of all, initial countries of size $N_{country}$ is produced. Then, we select $N_{imp}$ of the most powerful countries to form the empires. Therefore, the rest with the size $N_{col}$ will form the colonies that belong to an empire. Then, the colonies are divided among imperialists according to their power. In order to do that, the normalized cost of an imperialist is defined by [9]:

\[ C_n = \max_i \{c_i\} - c_n \]  

(3)

In the above equation, $c_n$ is the cost of nth imperialist and $C_n$ is its normalized cost. When the normalized costs of all imperialists are gather, the normalized power of each imperialist is evaluate according to the following equation:

\[ P_n = \frac{C_n}{\sum_{i=1}^{N_{imp}} C_i} \]  

(4)

As mentioned before, the initial colonies are distributed among empires based on their power and the initial number of the colonies of the nth empire will be obtained from following equation:

\[ N_{C_n} = \text{round}\{P_n N_{col}\} \]  

(5)

In the above equation, $N_{C_n}$ is the initial number of colonies of the nth empire and $N_{col}$ is the total number of initial colonies. To divide the colonies, $N_{C_n}$ of the colonies are randomly chosen and given to the nth imperialist. These colonies along with the nth imperialist form the nth empire [9].

2.2. Assimilation: giving a move to colonies toward the imperialist

According to assimilation policy, the imperialist states tend to draw their colonies toward themselves and make them a part of themselves. The assimilation policy in the ICA is illustrated by giving a move to all the colonies toward the imperialists. In figure (1), you can see such a movement in which a colony moves toward the imperialist by $x$ units. Where, $x$ is a random variable with uniform (or any proper) distribution [8].

\[ x \sim U(0, \beta \times d), \beta > 1 \]  

(6)

In the above equation, $\beta$ is a number greater than one and $d$ is the distance between the colony and the imperialist. This fact, $\beta>1$ causes the colony to get closer to the imperialist from both sides [8].

Figure 1- giving a move to the colonies toward their corresponding imperialist [9]

When the imperialist state assimilates the colony, the direction of the movement will not necessarily be a straight
line from colony to the imperialist. In order to illustrate this fact and to increase the ability of searching more area around the imperialist, a random amount of deviation is added to the direction of movement. Figure (2), shows the new direction. In this figure, θ is a parameter with uniform (or any proper) distribution [8].

\[ \theta \sim U(-\gamma, \gamma) \]  

(7)

In the above equation, γ is considered as a parameter that adjusts the deviation from the initial direction.

2.3. Exchanging positions of the imperialist and a colony
During any movement, if a colony reaches a better point than an imperialist, they will be replaced by each other. After that, the algorithm will continue by the imperialist in the new position and the colonies will be assimilated by the imperialist in its new position. [9].

2.4. Total power of an empire
The total power of an empire is obtained by:

\[ TC_n = \text{Cost (imperialist}_n) + \xi \left\{ \text{mean (Cost (colonies of empire}_n) )} \right\} \]  

(8)

In the above equation, TCn is the total power of the nth empire and ξ is a small positive number. A small amount for ξ should be chosen to make the cost of an imperialist more important than the cost of colonies for estimating the total power of an empire. The value of 0.1 for ξ has shown good results in most of the previous works [9].

2.5. Imperialistic competitions
There has always been a competition among the empires to take control and possess each other’s colonies. During this competition usually the weakest colony (or colonies) of the weakest empire is chosen by other empires and the competition is started on possessing this colony. In Figure (3), a competition is illustrated. Each imperialist participating in this competition, has a chance of possessing the cited colony, according to its power [9].

To start the competition, first of all, the weakest empire is chosen and then the possession probability of each empire is estimated. The possession probability \( P_p \) is related to the total power of the empire. In order to evaluate the normalized total cost of an empire, the following equation is used [9]:

\[ NTC_n = \max_j \{TC_j \} - TC_n \]  

(9)
In the above equation, TCn is the total power of the nth empire and NTCn is the normalized total power of nth empire. When the normalized total power is obtained, To estimate the possession probability of each empire the following equation is used:

\[ P_{p_n} = \frac{N.T.C_n}{\sum_{i=1}^{N} N.T.C_i} \]  \hspace{1cm} (10)

Note that in this way the powerful empires have more chance in possessing the weakest colony of the weakest empire.

In order to divide the given colonies among the empires, vector P is formed as follows:

\[ P = [P_{p_1}, P_{p_2}, P_{p_3}, ..., P_{p_{imp}}] \]  \hspace{1cm} (11)

After that, the vector R should be defined with the same size of vector P. The elements of vector R are random numbers between 0 and 1.

\[ R = [r_1, r_2, r_3, ..., r_{N_{imp}}] \hspace{1cm} U(0,1) \]  \hspace{1cm} (12)

Then, vector D is constructed by subtracting R from P.

\[ D = P - R = [D_1, D_2, D_3, ..., D_{N_{imp}}] = [P_{p_1} - r_1, P_{p_2} - r_2, P_{p_3} - r_3, ..., P_{p_{imp}} - r_{N_{imp}}] \]  \hspace{1cm} (13)

When an empire achieves the maximum related index in D, it can take control of the given colony.

During the imperialistic competition, the weak empires will slowly lose their power and getting weakened by the time. they will vanish and at the end, there will remain just one empire that govern the whole colonies [9].

2.6. Stopping Conditions

In most of the optimization methods, including the method which has been explained in this work, the criterion of stopping the algorithm can be the given maximum iteration number, or in some continuous generations, the time in which the amount of the objective function has no improvement, etc. In this method, in addition to the mentioned criteria, when only one empire remains, is also considered as the stopping condition.

2.7. Imposing constraints

Two methods are suggested for applying the constraints:

a) Converting the constrained problem to an unconstrained problem, by using the penalty function which is the most common method. By using this method the objective function and the constraints, are transformed into the following form:

\[ \Phi(X, r_p) = F(X) + r_p P(X) \]  \hspace{1cm} (14)

\[ P(X) = \sum_{j=1}^{m} \max [0, g_j(X)]^2 \]  \hspace{1cm} (15)

In the above equations, \( \Phi(X, r_p) \) is the new objective function, \( F(X) \) is the initial objective function, \( r_p \) is a positive penalty parameter, \( g_j(X) \) are the constraints applied to the problem and \( m \) is the number of the constraints.

b) Deletion of infeasible solution directly. In this method, there are four rules [10]:

Rule 1: Any feasible solution is preferred to any infeasible solution.

Rule 2: Infeasible solutions including slight violation of the constraints (from 0.01 in the first iteration to 0.001 in the last iteration) are considered as feasible solutions.

Rule 3: Between two feasible solutions, the one that have the lower objective function value is preferred.

Rule 4: Between two infeasible solutions, the one that have the lower sum of constraint violation is preferred.

Since in recent works the second approach is used widely (such as HPSACO) and capability of this approach to...
find the global optimum is better than the first one, in this work also the second approach is employed.

2.8. Algorithm of the ICA
Step one: initializing the empire by selecting some random points. Selection of the best countries as the imperialists is based on their cost function values and satisfaction of constraints.
Step two: giving a move to the colonies toward their imperialist (Assimilation)
Step three: If in an empire, a colony has lesser costs than an imperialist and also the constraints are satisfied, position of the imperialist and a colony should be changed.
Step four: Estimating the total cost of all empires
Step five: taking possession of the weakest colony (colonies) of the weakest empire by another empire that has the most chance of possessing it (them). (Imperialistic competition)
Step six: if an empire doesn’t have any colonies, eliminate this empire.
Step seven: stop the process when stopping conditions are satisfied. Otherwise go to the 2nd step.
The flowchart of Imperialist Competitive Algorithm is illustrated in figure (4).
3. Mathematical statement of optimizing discrete structural problems

A structural optimization problem with discrete variables, can be formulated as a nonlinear programming problem. In the category of sizing optimization of a truss structure, the cross-section areas of the members are considered as the design variables. Each of the design variables is chosen from a list of discrete cross-sections based on production standard. In that case, the objective function would be the structure weight. The design cross-sections must also satisfy some inequality constraints equations, which restrict the discrete variables. Any structural optimization with discrete variables can be presented as follows [4]:

$$\begin{align*}
\min & \quad f(x^1, x^2, ..., x^d) \\
\text{subject to:} & \quad g_q(x^1, x^2, ..., x^d) \leq 0, \quad d = 1, 2, ..., N_{var} \quad (16) \\
& \quad q = 1, 2, ..., M \\
& \quad x^d \in S_d = \{X_1, X_2, ..., X_p\}
\end{align*}$$

Function $f(x^1, x^2, ..., x^d)$ is the objective function which describes the weight of the truss, where $x^1, x^2, ..., x^d$ are a set of design variables. $S_d$ consists of all permissible discrete variables $\{X_1, X_2, ..., X_p\}$ and $x^d$ belongs to it. The inequality constraints are represented by $g_q(x^1, x^2, ..., x^d) \leq 0$. The numbers of design variables and inequality constraints are shown by $N_{var}$ and $M$, respectively. The number of available variables is represented by $p$ [4].

4. Numerical Examples

Following examples show that the imperialist competitive algorithm, in optimizing the trusses, in comparison with algorithms such as heuristic particle swarm optimization (HPSO), particle swarm optimizer with passive congregation (PSOPC) and particle swarm optimization (PSO) gives better results and faster convergence. This algorithm is coded in MATLAB and is run with a Pentium 4, 2GHz computer. In all of examples, the population is equal to 50. In the equations (6) and (7), $\beta=2$ and $\gamma=\frac{\pi}{4}$ rad are assumed to have a good convergence of countries to the global minimum [9]. The number of the imperialist countries is considered as 4 and $\xi=0.05$. In all the following examples, the finite element method [FEM] is used for analysis.

4.1. 52-bar Planar Truss

In the Figure (5), a 52-bar planar truss is shown which has been analyzed by Wu [5] and Lee [14]. The material density and the modulus of elasticity are $7800Kg/m^3$ and $E = 2.07 \times 10^5 Mpa$, respectively. The stress limitation for each member of this structure is equal to $\pm 180Mpa$. In this example, there are 12 design variables. The members of this structure are divided into 12 groups: (1) $A_1-A_4$, (2) $A_5-A_{10}$, (3) $A_{11}-A_{13}$, (4) $A_{14}-A_{17}$, (5) $A_{18}-A_{23}$, (6) $A_{24}-A_{26}$, (7) $A_{27}-A_{30}$, (8) $A_{31}-A_{36}$, (9) $A_{37}-A_{39}$, (10) $A_{40}-A_{43}$, (11) $A_{44}-A_{49}$, and (12) $A_{50}-A_{52}$. The design variables are selected from Figure (6). The vertical loads used in this example are $P_x=100KN$, $P_y=200KN$. The maximum of iteration is considered as 3000 iterations.

![Figure 5- A 52-bar planar truss structure](image-url)
In Table (1), the results obtained from other methods of optimizing of 52-bar planar truss have been compared with the results of ICA method. As it can be seen from the mentioned table, the imperialist competitive method has better results. Table (2) shows Statistical results. Figures (7), gives the comparison of convergence rates of 52-bar planar truss structure. It can be seen that the ICA method has better convergence rate. The ICA algorithm finds the best solution in 222 iterations (11100 analyses).

Table 1- The results of the 52-bar truss optimization

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>HPSO</td>
<td>PSO</td>
<td>PSOPC</td>
<td>HPSACO</td>
</tr>
<tr>
<td>1</td>
<td>4658.055</td>
<td>4658.055</td>
<td>4658.055</td>
<td>5999.988</td>
<td>4658.055</td>
</tr>
<tr>
<td>2</td>
<td>1161.288</td>
<td>1161.288</td>
<td>1374.190</td>
<td>1008.380</td>
<td>1161.288</td>
</tr>
<tr>
<td>3</td>
<td>363.225</td>
<td>363.225</td>
<td>1858.060</td>
<td>2696.770</td>
<td>494.193</td>
</tr>
<tr>
<td>4</td>
<td>3303.219</td>
<td>3303.219</td>
<td>3206.440</td>
<td>3206.440</td>
<td>3303.219</td>
</tr>
<tr>
<td>5</td>
<td>940.000</td>
<td>940.000</td>
<td>1283.870</td>
<td>1161.290</td>
<td>1008.385</td>
</tr>
<tr>
<td>7</td>
<td>2238.705</td>
<td>2238.705</td>
<td>3303.220</td>
<td>2238.710</td>
<td>2290.318</td>
</tr>
<tr>
<td>8</td>
<td>1008.385</td>
<td>1008.385</td>
<td>1045.160</td>
<td>1008.380</td>
<td>1008.385</td>
</tr>
<tr>
<td>9</td>
<td>641.289</td>
<td>388.386</td>
<td>126.450</td>
<td>494.190</td>
<td>388.386</td>
</tr>
<tr>
<td>10</td>
<td>1283.868</td>
<td>1283.868</td>
<td>2341.93</td>
<td>1283.870</td>
<td>1283.868</td>
</tr>
<tr>
<td>11</td>
<td>1161.288</td>
<td>1161.288</td>
<td>1008.380</td>
<td>1161.290</td>
<td>1161.288</td>
</tr>
<tr>
<td>12</td>
<td>494.193</td>
<td>792.256</td>
<td>1045.16</td>
<td>494.190</td>
<td>506.451</td>
</tr>
<tr>
<td>Weight</td>
<td>1903.366</td>
<td>1905.495</td>
<td>2230.16</td>
<td>2146.63</td>
<td>1904.83</td>
</tr>
</tbody>
</table>

Table 2- Statistical results for 52-bar truss

<table>
<thead>
<tr>
<th>best</th>
<th>The results of the ICA based on 26 independent calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICA</td>
<td>1903.366</td>
</tr>
<tr>
<td></td>
<td>1903.366</td>
</tr>
<tr>
<td></td>
<td>1903.366</td>
</tr>
<tr>
<td></td>
<td>1903.366</td>
</tr>
<tr>
<td></td>
<td>1903.366</td>
</tr>
<tr>
<td></td>
<td>2143.940</td>
</tr>
</tbody>
</table>

worse
4.2. 72-bar Spatial Truss

A 72-bar spatial truss is shown in the Figure (8). This truss has been analyzed by Wu [5] and Lee [14].

The material density and the modulus of elasticity have been \( \frac{0.1 \text{lb}}{\text{in}^3} \) (0.0272 N/cm³) and \( E = 10^4 \text{ksi} \) (68947.57MPa), respectively. The stress limitation for each member of this structure is equal to \( \pm 25 \text{ksi} \) (\( \pm 172.37 \text{MPa} \)) and the allowable displacement for each node in three directions is \( \pm 0.25 \text{in} \) (\( \pm 0.635 \text{cm} \)). This spatial truss is subjected to the two loading conditions shown in Table (3). In this example, cross-sectional areas (design variables) are divided to 16 groups: (1) \( A_1\text{-}A_4 \), (2) \( A_5\text{-}A_{12} \), (3) \( A_{13}\text{-}A_{16} \), (4) \( A_{17}\text{-}A_{18} \), (5) \( A_{19}\text{-}A_{22} \), (6) \( A_{23}\text{-}A_{30} \), (7) \( A_{31}\text{-}A_{34} \), (8) \( A_{35}\text{-}A_{36} \), (9) \( A_{37}\text{-}A_{40} \), (10) \( A_{41}\text{-}A_{48} \), (11) \( A_{49}\text{-}A_{52} \), (12) \( A_{53}\text{-}A_{54} \), (13) \( A_{55}\text{-}A_{58} \), (14) \( A_{59}\text{-}A_{66} \) (15), \( A_{67}\text{-}A_{70} \), and (16) \( A_{71}\text{-}A_{72} \). The design variables are selected from the set \( D=[0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8, 1.9, 2.0, 2.1, 2.2, 2.3, 2.4, 2.5, 2.6, 2.7, 2.8, 2.9, 3.0, 3.1, 3.2](\text{in}^3) \). The maximum of iteration is considered as 1000 iterations.

<table>
<thead>
<tr>
<th>Node</th>
<th>( F_x ) kips (kN)</th>
<th>( F_y ) kips (kN)</th>
<th>( F_z ) kips (kN)</th>
<th>( F_x ) kips (kN)</th>
<th>( F_y ) kips (kN)</th>
<th>( F_z ) kips (kN)</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>5.0 (22.25)</td>
<td>5.0 (22.25)</td>
<td>-5.0 (22.25)</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.0 (22.25)</td>
</tr>
<tr>
<td>18</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.0 (22.25)</td>
</tr>
<tr>
<td>19</td>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.0 (22.25)</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>-5.0 (22.25)</td>
</tr>
</tbody>
</table>
In Table (4), the results obtained from the ICA method have been compared with the results of other methods. As it can be seen the results of the imperialist competitive algorithm are better than the results of other methods. Table (5) shows Statistical results. In Figure (9), it can be seen that the ICA method has desirable convergence. The ICA algorithm finds the optimum in 203 iterations.

Table 4- The results of the 72-bar truss optimization

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>HPS</td>
<td>PSO</td>
<td>PSOPC</td>
<td>HPSACO</td>
</tr>
<tr>
<td>1</td>
<td>1.9</td>
<td>2.1</td>
<td>2.6</td>
<td>3.0</td>
<td>1.9</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>0.6</td>
<td>1.5</td>
<td>1.4</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>5</td>
<td>1.4</td>
<td>1.4</td>
<td>2.1</td>
<td>2.7</td>
<td>1.3</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>0.5</td>
<td>1.5</td>
<td>1.9</td>
<td>0.5</td>
</tr>
<tr>
<td>7</td>
<td>0.1</td>
<td>0.1</td>
<td>0.6</td>
<td>0.7</td>
<td>0.1</td>
</tr>
<tr>
<td>8</td>
<td>0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.8</td>
<td>0.1</td>
</tr>
<tr>
<td>9</td>
<td>0.5</td>
<td>0.5</td>
<td>2.2</td>
<td>1.4</td>
<td>0.6</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>0.5</td>
<td>1.9</td>
<td>1.2</td>
<td>0.5</td>
</tr>
<tr>
<td>11</td>
<td>0.1</td>
<td>0.1</td>
<td>0.2</td>
<td>0.8</td>
<td>0.1</td>
</tr>
<tr>
<td>12</td>
<td>0.1</td>
<td>0.1</td>
<td>0.9</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>13</td>
<td>0.2</td>
<td>0.2</td>
<td>0.4</td>
<td>0.4</td>
<td>0.2</td>
</tr>
<tr>
<td>14</td>
<td>0.6</td>
<td>0.5</td>
<td>1.9</td>
<td>1.9</td>
<td>0.6</td>
</tr>
<tr>
<td>15</td>
<td>0.4</td>
<td>0.3</td>
<td>0.7</td>
<td>0.9</td>
<td>0.4</td>
</tr>
<tr>
<td>16</td>
<td>0.6</td>
<td>0.7</td>
<td>1.6</td>
<td>1.3</td>
<td>0.6</td>
</tr>
<tr>
<td>Weight</td>
<td>385.54</td>
<td>388.94</td>
<td>1089.88</td>
<td>1069.79</td>
<td>385.54</td>
</tr>
</tbody>
</table>

Figure 9- Comparison of convergence rates for the 72-bar spatial truss structure

Table 5- Statistical results for 72-bar truss

<table>
<thead>
<tr>
<th>best</th>
<th>The results of the ICA based on 26 independent calculation</th>
</tr>
</thead>
<tbody>
<tr>
<td>ICA</td>
<td>385.543</td>
</tr>
<tr>
<td></td>
<td>385.543</td>
</tr>
<tr>
<td></td>
<td>386.809</td>
</tr>
<tr>
<td></td>
<td>386.948</td>
</tr>
</tbody>
</table>

5. Conclusion
In this paper, an Imperialist Competitive Algorithm dealing with discrete variables is studied. The ICA with discrete variables has all advantages that it has with continuous variables. And as it is clear from the figures, this method has a convergence rate for discrete variables much better than the other methods such as PSO, HPSO and PSOPC. In this paper, the Imperialist Competitive Algorithm has been tested for two truss structures and the calculated
optimum solutions show that the ICA algorithm is as good as, and even in some cases better than the other methods regarding the accuracy and convergence rate. Also in this method different kind of constraints can be simply considered.
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