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In this work, a cascade of two estimators is proposed as the solution for a joint parameter and state
estimation problem associated with a target maneuvering in three-dimensional space. A model for the
target that depends on its angular speed is considered and only the target position is measured. A
parameter identifier is used to obtain estimates of the target angular speed, which are then fed into
an adaptive filter that estimates the position, linear velocity, and linear acceleration of the target. The
synthesis of the parameter identifier resorts to Lyapunov techniques and the adaptive filter is synthesized
using #¢, optimization strategies. Under persistence of excitation conditions, the error in the angular
speed identification and the error in the target state estimates provided by the #¢, adaptive filter are: (i)
proved to converge exponentially fast to zero in the deterministic setup, i.e., in the absence of noise, and
(ii) proved to be bounded when bounded stochastic disturbances are considered and there is an upper
bound on the target linear velocity and angular speed. To assess the proposed methods, simulations
showing that the aforementioned stability and convergence properties hold, even when the estimates

provided by an Extended Kalman Filter (EKF) diverge, are presented.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

The problem of 3D target positioning and tracking has been
widely studied over recent decades, mainly due to the great im-
pact that the availability of reliable estimates for the position of a
target has on the performance of many robotic applications. Some
examples of such applications appear, for instance, in the con-
texts of security and surveillance, trajectory determination, hu-
man-computer interaction, and air traffic control, see Bar-Shalom,
Rong-Li, and Kirubarajan (2001), Kolodziej and Hjelm (2006), Lep-
etit and Fua (2005), and Saeedi, Lawrence, and Lowe (2006).

Positioning and tracking consist in using measurements pro-
vided by one or more sensors, at fixed locations or at moving plat-
forms, to estimate the state of a moving object, which is usually
composed of its position, velocity, and sometimes acceleration.
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To estimate such quantities, a dynamical model for the maneu-
vering target is usually considered, see the comprehensive survey
in Rong Li and Jilkov (2003). Typical models depend on the tar-
get angular velocity, or on its magnitude, the target angular speed.
However, most of the time this quantity is not known and mea-
surements of its value are not available. In fact, in most applica-
tions, only the target position is measured. Therefore, strategies
that consider several models for the target differing, for instance,
in their structure or in the value of the target angular speed have
been used. In Bar-Shalom et al. (2001) and Gaspar and Oliveira
(2011), tracking systems based on Interacting Multiple Models and
on a Multiple Model Adaptive Estimator can be found, respectively.
In this work, an alternative approach based on parameter identi-
fication strategies and on adaptive filtering is proposed.

The problem of estimating the position, velocity, and accelera-
tion of a target maneuvering in 3D space using only measurements
of its position is tackled by resorting to a cascade of a parameter
identifier and an #¢, adaptive filter. The first estimates the target
angular speed and the second combines these estimates with mea-
surements of the target position to estimate the target state.

The problem at hand could have been addressed using other
strategies, such as robust linear filtering, for instance. However,
the model considered for the target, like other state-space mod-
els used in target tracking, is unstable. In this case, the system has
three eigenvalues at the origin of the complex plane and three pairs
of complex conjugate eigenvalues in the imaginary axis. The work
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in Xie, de Souza, and Soh (1994) addresses the problem of robust
filtering design for uncertain linear systems with unstable modes
and subject to norm-bounded parameter uncertainty in both the
state and the output matrices. However, it is assumed that the un-
certainty does not affect the unstable modes of the system, which
is not the case. Moreover, it is easy to show that any linear filter
designed for the system considered in this work using a wrong
model for the target dynamics will be biased. Other approaches in-
spired, for instance, in Lyapunov theory or backstepping, see Krstic,
Kanellakopoulos, and Kokotovic (1995), have also failed, since both
strategies require the observation of the target velocity and accel-
eration, which are not available for measurement.
The main contributions of this work are:

(1) a new #, adaptive filter that estimates the position, linear
velocity, and linear acceleration of a target using only position
observations;

(2) a new parameter identifier that estimates the (assumed con-
stant) target angular speed — the structure of this identifier
is different from the usual approaches, since there is only one
unknown parameter, but there are several measurements de-
pending on its value;

(3) a guarantee that, under persistence of excitation conditions,
the errors in the angular speed identification and in the state
estimates provided by the adaptive filter converge exponen-
tially fast to zero in the deterministic setup, i.e., in the absence
of noise, and are bounded when bounded stochastic distur-
bances are considered and there is an upper bound on the tar-
get linear velocity and angular speed.

The proposed framework is also appropriate for systems with
sensors that do not measure the target 3D position in Euclidean
coordinates, such as RADAR or SONAR, see Bar-Shalom et al. (2001)
and Delgado and Barreiro (2003), as long as their measurements
can be transformed into 3D Euclidean position measurements.

This brief paper is organized as follows. The problem addressed
in this work is formulated in Section 2, and the design and analy-
sis of the identification procedure that estimates the target angular
speed are provided in Section 3. In Section 4, an #, adaptive filter
for the state of the target is derived, and its stability and perfor-
mance are discussed. Simulations illustrating the performance of
the proposed estimators, in comparison with an Extended Kalman
Filter (EKF), are presented in Section 5. Finally, in Section 6, con-
cluding remarks are provided.

Nomenclature

In this brief paper, |x| denotes the absolute value of the scalar
X, ||X|| the Euclidean norm of the vector X, and || X|| the induced 2-
norm of the matrix X. If the vector x is a function of time in R",
X € £7 and X € L, mean, respectively, that ||x||; = (fooo Ix()|)?
dt)!/? and ||X|lcc = sup,-o [IX(t)|| are finite. The notation X;; is
used to represent the entry of X in the i-th line and j-th column.
The vector e;, i = {1, 2, 3}, denotes the i-th vector of the canoni-
cal basis of R?; tr[X] stands for the trace of a square matrix X, and
diag[ay, ..., a,] corresponds to a diagonal matrix whose diagonal
entries, starting in the upper left corner, areay, . . ., a, (when these
entries are matrices, the resulting matrix is block diagonal). The
identity and zero matrices are denoted respectively by I and 0,5,
where k corresponds to the number of rows and columns of the
identity matrix, and m and n correspond, respectively, to the num-
ber of rows and columns of the matrix of zeros. Finally, ® denotes
the Kronecker product, §(t) the Dirac delta function, and min[a, b]
the minimum of the elements a and b.

2. Problem formulation

The problem addressed in this brief paper is that of tracking and
locating a target maneuvering in three-dimensional space using
observations of its position. The target position, linear velocity, and

sec. 3

Parameter )
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ym(t)

Fig. 1. Parameter identifier and adaptive filter connection.

linear acceleration in the inertial (Cartesian) frame are denoted by
p=Ikxyzl',v=[xy z]",anda = [¥ § Z]7, respectively,
where the dot represents the time derivative. Using this notation,
thestatex = [x x Xy y ¥ z Z Z]" e R of the target is considered
to evolve according to the 3D Planar Constant-Turn Model

Xx(t) = F(w)x(t) + Bd(t), (1)
as presented in Rong Li and Jilkov (2003), where
7 7 7 7 0 1 0
F(o) = diag[ F(»), F@), F)], Fw)=[0 0 1],
0 - 0

B:l3®b, b:e3,

and w > 0 is the (assumed constant, unknown, and bounded)
angular speed (norm of the target angular velocity vector). The
process noise is denoted by d(t) € R? and time is represented by
t. The eigenvalues of F(w) are 0 and +wj, where j = +/—1 is the
imaginary unit. Thus, the nominal trajectories considered by this
model are straight lines, parabolic trajectories, and ellipses.

The measurementsy,,;(t) € R of the position of the target with
respect to the inertial reference frame are a linear function of the
target state, and can be written as

ym(t) = p(t) + Dn(t) = Cx(t) + Dn(t), (2)

where n(t) € R? denotes the measurement noise, C = I; ® e?,
and D = I;. Both the process and the observation noises are
assumed to be bounded stochastic disturbances, i.e., Bg = ||d]|s
and B, = ||n|| are finite.

The problem addressed in this brief paper is stated next.

Problem statement. Consider a target maneuvering in 3D space
according to the model in (1), with constant, unknown, and
bounded angular speed. Moreover, assume that measurements
of the target position, as described in (2), are available. In this
case, design two estimators, one for the target state and the
other for its angular speed, such that the errors in both cases
(i) converge exponentially fast to zero when no process and
observation noises are present, and (ii) are bounded when bounded
noise is considered and there is an upper bound on the target linear
velocity.

To solve this problem, a cascade of a parameter identifier and
an adaptive filter is proposed, see Fig. 1. In the figure, o (t) denotes
the estimates of the target angular speed w and X(t) the estimates
of the target state x(t).

3. Angular speed identification

In this section, the design and analysis in continuous-time
of a parameter identifier that estimates the angular speed of a
target moving according to the model in (1) are provided. This
identifier resorts only to position measurements obtained as in
(2), and builds on strategies commonly used in adaptive control,
see loannou and Fidan (2006) and Sastry and Bodson (1989).

The design of the parameter identifier uses the convolution
differentiation properties in Proposition 1.

Proposition 1 (Convolution Differentiation Rules). If the convolution
of the functions f (t) and g(t), over the range [0, t], is given by f(t)
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xg(t) = [, f(0)g(t — )dr, then

F@© *g(t) =f() * &) + f(D)g(0) — f(0)g(0) (3)

fO*g®) = fO*EO +fOF0) - fOFD
+(02(0) - g0 +f(0g0) - FO)g®. 4)

Proof. Using the product and chain rules of differentiation, it is
easy to obtain (3) since

. td t d
FO g0 = / (e - D)t - / FoLe(t - oy
0 T 0 dT
¢ d
— F(0)g(0) — FO)g(6) — f f) 48— .
0 T

If this relation is applied successively to f"(t) *g(t), then (4) follows
immediately. O

From the model in (1), it is easy to conclude thata(t) = av(t) +
d(t), ie., that P(t) = ap(t) + d(t), where « = —w?. To avoid
the use of differentiators, let us start by filtering the entries of
the vectors in the previous expression with a filter with impulsive
response hy (t), which leads to

P(O) * he(t) = ap(t) * he(t) + d(¢) * hy (¢).

Note that u(t) * hs(t), where u(t) represents a generic vector,
denotes the convolution of each one of the entries of u(t) with the
impulsive response hy (t), over the finite range [0, t]. According to
(3) and (4), the previous expression can be rewritten in the form

p(0) * [ (6) + 8O (0)]
= ap(t) * [p(t) + 8(O)h(0)] + POy () + POy (1)
+(B(0) — ap(0))hy (1) — P(t)i;(0)
—P(0)hy(0) + d(t) = he (0), (5)

given that p(t) = p(t) * §(t), since §(t — t) =0, V.
For simplicity, consider the notation

hy (t) = hy (0), Hi(s) = Hy(s)
ha(t) = hp(t) + 8(Oh(0),  Ha(s) = sHf(s) i
hs(t) = hy(6) + 8O (0),  Hs(s) = s°Hy (s) — s*hy (0) — shy(0)

where s is the Laplace operator, Hy(s) the Laplace transform of
h(t), and H;(s) the Laplace transform of the impulsive response
hi(t),i=1,2,3.

In (5), the target velocity and acceleration are not measured,
thus the terms p(t)h;(0) and p(t)h(0) are unknown. These
quantities can be removed from the equation by designing the
impulsive response h¢(t) in such a way that hy(t) and hy (t) verify
he(0) = hf(O) = 0. Moreover, for hy(t), hy(t), and hs(t) to be
impulsive responses of filters that are realizable by linear time-
invariant state-space systems, Hi(s), H,(s), and H3(s) must be
proper rational functions, see Rugh (1996). Since s> has degree 3,
this can be accomplished by choosing H;(s) to be a stable filter
of the form Hf(s) = 1/A(s), where A(s) is a third-order monic
Hurwitz polynomial, e.g., A(s) = (s + A)>, A > 0. By calculating
the inverse Laplace transform of Hf(s), the functions hf(t) =
t?e~*u(t)/2 and hp (t) = t(1 — At/2)e " u(t), where u(t) denotes
the continuous-time unit step function, see Oppenheim, Willsky,
and Hamid (1983), result. Note that the condition h;(0) = hs(0) =
0 is verified. The transfer function Hy(s) = 1/A(s) leads to

s s3
Hy(s) = T and Hs(s) = —.

1
He =719 ® AG)

A(S)

According to the notation and reasoning above, the relation in
(5) can be rewritten as a function of y,; (t):

Ym(t) * h3(t) = o ym(t) * hy(t)
¥ (t)
+ n(t) * [h3(t) — ahy(t)] + d(t) = hi(t)
&)
+ Poly (t) + Vohy (t) + (@ — apo)hy(t),  (6)

q(®)

where py, Vo, and a, denote the initial values of p(t), v(t), and a(t),
respectively. In this formula, q(t) is a term that comes from the ini-
tial conditions and &(t) e R? is a signal that results from filtering
the process and observation noises with filters with impulsive re-
sponses hq(t) and h3(t)—ah, (t),i.e., with filters with transfer func-
tions 1/ A(s) and (s> —as) / A(s), respectively. Since the process and
observation noises, as well as the quantities pg, Vg, a9, and «, are not
known, the signals &(t) and q(t) are also not known. It is straight-
forward to show that ||q(t)|| converges exponentially fast to zero,
thus this term vanishes with time. Some properties will also be in-
ferred for ||&(t)| in Section 3.3, which will ensure that having the
two unknown terms &(t) and q(t), in (6), is not a problem. More-
over, ¥(t) € R? and ¢(t) € R are signals obtained by filtering the
entries of the measurement vector y,(t)with filters with transfer
functions Hs(s) and H,(s), respectively. Considering a state-space
framework, the i-th entry ¥;(t) of ¥(t) and the i-th entry ¢,(t) of
¢(t) are obtained by filtering the i-th entry yy,, (t) of the measure-
ments yn, (t) with the following causal linear time-invariant filters:

Xy; (£) = Ay Xy, (t) + By Y, () .

{'ﬁf(f) = Cwﬂ/xwf(t) + waym,- ©), X0 =05, (7)
and

i S0 0 B, 0) = .., @

where xy, (t) € R? and x4, (t) € R? denote the state vectors of each
filter. For A(s) = (s + 1)3, A > 0, we have

—3x =327 -3
Ay =A,= |1 0 0
0 1 0
C,=[-3r —32% -7,
and Dy, = 1, see Rugh (1996).
In this work, no probability distribution is considered for the
unknown parameter. This is to keep the proposed methods as

general as possible, without particularizing the algorithms for a
given target or experiment.

B,p = B¢=e1,

C¢ = e;,

3.1. Angular speed adaptive law

In order to derive an adaptive law that provides estimates for «,
consider the estimate ¥ (t) of ¥ (t), with expression

Y(t) = a(O)$(0), 9
obtained resorting to an estimate & (t) of the unknown parameter
«, at time t. Since the value of « is unknown, the error a(t) =
o — a(t) in its estimation is not available. However, the estimation
error (t) = (Y(t) — @(r))/mé(t) can be computed using the
position measurements and reflects the difference between « and
a(t):

at)p(t) &) q(t)
m(£) mi(t)  mi(t)

e(t) = (10)
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The term mé (t) is a normalization signal that guarantees that the
entries of ¢(t)/my(t) are bounded, and is sometimes used in the
context of parameter identification, see examples in loannou and
Fidan (2006) and Sastry and Bodson (1989). This property is useful
in the analysis of the convergence of the estimates & (t) to the real
parameter «, when ¢(t) is not guaranteed to be bounded. In this
work, the signal mé(t) =14+u ¢T(t)¢(t), u > 0,is used.

Estimates @ (t) of the unknown parameter o can be obtained by
minimizing the cost function

. le@I?m3©)  [$() — aO)$®) |
= = , 11
J(@(0) 5 2m 1) (11)

which depends quadratically on the estimation error &(t). The min-
imization of this function with respect to & (t) is performed using
the normalized (the normalization signal mi(t) is considered) gra-

dient method &(t) = —yVJ(a(t)), where y > 0is a constant usu-
ally referred to as the adaptation gain and VJ(a(t)) is the gradient
of J(a(t)) with respect to &(t). The following adaptive law results:

&(t) = ye' (),

where &¢ denotes the initial estimate of .

a(0) = ao, (12)

3.2. Angular speed convergence—deterministic framework

For convergence study purposes, let us start by considering
a deterministic framework, i.e., consider that the process and
observation noises introduced in Section 2 are not present (the
influence of these noises is addressed in Section 3.3). In this case,
the proposed adaptive law ensures that the estimation error &(t)
converges to zero, but does not imply that &(t) converges to «. In
order to guarantee this property, some conditions must be imposed
on ¢(t). These conditions are derived in Theorem 4, whose proof
depends on Definition 2 and Lemma 3.

Definition 2 (Rugh, 1996). The linear state equation X(t) = A(t)x
(t),X(to) = Xo, is called uniformly exponentially stable (UES) if
there exist finite positive constants y,, A, such that for any initial
time instant t, and any initial condition Xy, the corresponding
solution satisfies ||x(t)|| < y,e 0 ||xo]|, t > to.

Lemma 3 (Zhang, loannou, & Chien, 1994). Consider the system
x(t) = A)x(t) + u(t). If x(t) = A(t)X(t) is UES and |u(t)] is
exponentially decaying, then ||X(t)|| converges to zero exponentially
fast.

In Ioannou and Fidan (2006), stability and convergence guar-
antees for identification algorithms where several parameters are
considered, and ¥ (t) is a scalar, can be found. In this work, these
properties are generalized for cases where there is only one un-
known parameter, but ¥ (t) is a vector, see Theorem 4. The reason-
ing used to prove this generalization is completely different from
that in Ioannou and Fidan (2006).

Theorem 4. In the deterministic case, the identifier structure de-
scribed previously, combined with the normalized gradient algo-
rithm (12), guarantees that & (t) converges to the nominal parameter

o exponentially fast, if |¢()]| = || m¢(2) || is persistently exciting.

Proof. Let the parameter estimation error be given by a(t) =

a — a(t). Since « is constant, when the process and observation

noises are not considered we have

o)
2

my (t)

q’ (He()
mg ()

at) = —ye () = —y Q) —y . (13)

with a(ty) = &g, where t; denotes the initial time instant and
Qo the initial parameter estimation error. Moreover, if ||¢(t)] is
persistently exciting (PE), there exist 8y > 0 and Ty > 0 such that
f;”o l¢(r)]|2dt = 6,Ty, ¥t > 0, see the definition of persistence
of excitation in Ioannou and Fidan (2006).

To prove this theorem, let us start by proving that the homoge-

neous part of (13) is UES if ||@(t)|| is PE. Consider the continuously
differentiable function

t+Ty

V(t, (b)) :f &*(r)dr, VYt>0. (14)
t

Since the solution of the homogeneous equation is given by

&(r) = a(t)e 7 K 18I o> g (15)

the function in (14) can be written in the form
t+Ty - )

V(t,&(t)):/ &2(t)e 2 1@ qr v ¢ > 0. (16)
t

Moreover, ||¢(t)| is bounded, i.e., B = sup,.o [¢()] is a finite
constant, thus 0 < [" [¢(0)[I?’doc < B*(r —t), T > t. Using
these inequalities and the expression in (16), it is possible to con-
clude that
1 — e~ 2vBTo 5 R
a“(t) < V(t, a(t)) < Toa“(t),
g @O = V(Ea0) S Tod'©

From (14), the derivative of V(t, @(t)) with respect to time is
V(t,a(t)) = a2(t +To) — &2(t). If ||@(t) || is assumed to be PE and
(15)isused with T = t+Ty, it is straightforward to show that there
exist 6 > 0 and Ty > 0 such that

V(t, () < — (1 —e200) &%), V>0

Yt=>0.

If such 6, > 0 and Ty > 0 are considered, then there exist positive
constants k; = (1 — e‘zVﬂZTO)/(Zyﬁz), ky = To,and ks = 1 —
e~20To such that kia?(t) < V(t, @(t)) < k,&?(t) and V (¢, @(t))
< —ks@?(t), forall t > 0. Therefore, if ||@¢(t)]| is PE, the homoge-
neous equation associated with the time-varying system in (13) is
UES, see Theorem 4.10 in Khalil (2002).

Since ||q(t)]| is exponentially decaying, ||¢(t)/my ()] is
bounded, and my(t) > 1, the norm of the term —yq' (H)e(t)/
mé(t), in (13), converges exponentially fast to zero. Therefore, ac-
cording to Lemma 3, |&(t)| also converges to zero exponentially
fast. O

When v(0) and a(0) are not both null, the signal ||¢(t)| is PE,
which is easily understood by analyzing the trajectories associated
with the model in (1). Therefore, according to Theorem 4, in
a deterministic framework &(t) is guaranteed to converge to o
exponentially fast unless v(0) = a(0) = 0, i.e., unless the target
does not move, which was expected since trying to identify the
target angular speed w does not make sense in such a situation.

3.3. Angular speed convergence—stochastic framework

When a stochastic framework is considered, i.e.,, when the
process and observation noises, d(t) and n(t) respectively,
introduced in Section 2 are taken into account, the error a(t)
associated with the estimation of the target angular speed cannot
be expected to converge exactly to zero. However, it is possible
to prove that this error converges to the vicinity of zero if some
conditions are imposed on d(t), n(t), and ||¢(t)||. These conditions
are stated in Theorem 5.

Theorem 5. If the process and observation noises, d(t) and n(t)
respectively, are bounded and ||¢(t)|| is PE, then the normalized
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gradient algorithm (12) guarantees that there exist finite positive
constants y1, A1, and Bg such that
@ (D)] < e 4+ By, Vit (17)

Proof. In the stochastic setup, we have

N [ 1) q' (H)(t) £ (He(t)
a(f)——)/ma(f)— mé(t) -y mé(t) ) (18)
with a(tg) = &g, where ty; denotes the initial time instant and

Qo the initial parameter estimation error. The term &(t) results
from filtering the process and observation noises with causal linear
time-invariant filters that are UES, which implies that they are
also uniformly bounded-input, bounded-output stable, see Rugh
(1996). Therefore, if the noises are bounded, i.e., if 84 = ||d||o and
Bn = |In||« are finite, then there exist finite positive constants ny4
and 7, such that the forced responses of the filters guarantee that
IEO N < naBa + 1P, for any to.

As argued in the proof of Theorem 4, the homogeneous part
of (18) is UES if ||¢(t)]| is PE. Thus, in this case there exist finite
positive constants y; and A4 such that the state transition matrix
associated with this equation verifies || @5 (t, 7)|| < yze &
for all t, T such that t > t, see Rugh (1996). Since ||q(t)| is
exponentially decaying, there exist y; > 0 and A, > 0 such
that [|q(t)[| < yge*“"|q(to)|. Moreover, |¢(z)| < B and
mg(7) > 1, therefore the solution of (18) verifies

lG(t)] < yae ¥ 0a(to)| + yyaB

t
x / e~ (el q(to) | + naBa + Nafn) dr.
to

By computing the integral, it is easy to show that the previous
expression can be written as a sum of several terms that converge
exponentially fast to zero and a term that is an upper bound for
the parameter estimation error after the initial transient. Thus,
there exist finite positive constants y4, A1, and 85 such that (17)
holds. O

According to Theorem 5, when the process and observation
noises are bounded, ||¢(t)]| is PE, and the initial transient vanishes,
the norm of the error in the estimation of the unknown parameter
verifies |a(t)] < Pz, which guarantees that the angular speed
estimates converge to the vicinity of the target angular speed.

3.4. Gradient projection method

The parameter @ = —w? to be estimated cannot be positive.
Therefore, instead of minimizing (11) for all @(t) € R, we want
to constrain the estimation to be within the convex subset § 2
{a(t) € R: a7 < a(t) < ap} of R, where @y < ap < 0. This
is done using the gradient projection method (GPM), see loannou
and Fidan (2006). According to this method, instead of (12), the

new adaptive law

vel (Ot), ifa; < a(t) <oy

Lo orifa(t) = oy and e’ (H)p(t) > 0,

at) = orif@(t) = ay and e’ (H)p(t) <0, (19)
0, otherwise,

is used. This law retains the properties derived in the absence of
projection, while guaranteeing that a(t) € [y, ay], for all t, as
long as &g € § and @ € 4. The proof of this statement is omitted
here due to space constraints.

The angular speed estimation strategy described in this section
is summarized below and illustrated in Fig. 2.

eq.(7)
(Ay, By, Cy. Dy), Xy, (0) = 0

Ym(t)

GPM - eq.(19) |«

(Ag. By, Cp),x4,(0) =0

eq.(8)

Fig. 2. Angular speed estimation strategy.

Algorithm 1. Estimation of the target angular speed:

(1) obtain ¥ (t) and ¢(t) by filtering the measurements y,, (t) with
the filters presented in (7) and (8);

(2) compute the estimation error e(t) = (Y (t) —&(t)(b(t))/mé (1),
a(0) = ag;

(3) compute &(t) using the gradient projection method presented
in (19);

(4) obtain the target angular speed estimates w(t) = /—a(t).

4. J¢, adaptive filter

In this section, a continuous-time J¢f, adaptive filter that
estimates the state of a target moving according to (1), resorting
only to measurements of the target position and estimates of its
angular speed, is proposed. The stability and performance of the
filter are studied.

If, instead of the target angular speed w, « = —w? is used, the
model in (1) for the target can be written as an affine parameter
dependent system

X(t) = A(OK)X(I) + Bd(t), (20)
where A(@) = diag [A(®), A(@), A(a)] € R%*° and

A(@) =[03x1 € €] +a[05 e 03].

Ag Ay
Moreover, consider that the target angular speed is bounded,
i.e., that there exist «; < 0 and a; < O such that ¢ € [aq, @3].
If estimates a(t), obtained according to (19), and measurements
ym(t), asdefinedin (2), of the target position are used, the following
adaptive filter for the state x(t), with structure motivated by a
linear filter, results:

X(t) = A@(0)X(t) + Liym(t) —¥(£)),  X(0) = Xy, (21)
where X(t) is an estimate of x(t), y(t) = CX(t), and X, denotes the
initial conditions of the filter. The vector L € R?*? is the gain of the
filter.

The dynamics of the state estimation error X(t) = x(t) — X(t)
associated with the filter can be written in the form

X(t) = (A(e) — LC — &(t)A)X(t)
+ & (t)Ax(t) + Bd(t) — LDn(t), (22)
where A; = diag [A;, A, Aq] € R%,

4.1. Filter stability—deterministic framework

In order to study the stability of the proposed filter, let us start
by considering a deterministic framework, i.e., consider that the
process and observation noises introduced in Section 2 are not
present. In this case, conditions on the gain L that ensure that
the error of the filter in (21) converges exponentially fast to zero
can be imposed. These conditions are provided in Theorem 6. The
influence of the noise on the stability of the filter is addressed in
the next section.

Theorem 6. When a deterministic framework is considered and
[ld(t) || is persistently exciting, the error of the filter in (21), with a(t)
computed resorting to (19) and gain L chosen to guarantee that both



230 T. Gaspar, P. Oliveira / Automatica 50 (2014) 225-232

X(t) = [A(a;) — LC]X(t) and X(t) = [A(az) — LC]X(¢t) are UES for
given values of «y < 0and a; < 0, converges to zero exponentially
fast.

Proof. In the deterministic case, the dynamics of the error of the
filter in (21), presented in (22), has the form

X(t) = (A@(1) — LOX(t) + & (DAX(D).

If l¢(t) ]l is PE, there exist finite positive constants c,, A, such that
@ (HAX()|| < cre™ ) ¥t > to, given that [|&(t)Ax(t)| <
la ()] ||A1]l.]Ix(t)|| and that ||x(t)|| is either bounded or domi-
nated by a polynomial of degree two, due to the trajectories consid-
ered by the target model in (1). Since, according to Theorem 4 and
Section 3.4, & (t) converges to zero exponentially fast when ||@(t)||
is PE and no noise is considered, and ||A|| is a finite positive con-
stant, the exponential dominates the other terms in the expression.
Therefore, according to Lemma 3, if [|¢(¢)|| is PE and L is chosen in
such a way that X(t) = (A(a(t)) — LO)X(t) is UES, then the error
of the filter is guaranteed to converge to zero exponentially fast.
Consider that there exist a symmetric positive definite matrix
P € R%*? and a matrix W € R%*3 such that the linear matrix in-
equalities (LMIs)
AT (a7)P + PA(or;) — CTW' —WC < —Q 3
AT (a3)P + PA(erz) — CTWT —WC < —Q (23)

are verified for a given symmetric positive semidefinite matrix
Q € R%? ie, consider that there exists a gain L = P~'W
such that X(t) = [A(a;) — LC]X(t) and X(t) = [A(az) — LC]X(t)
are UES. In this case, according to Theorem 3.2 in Amato (2006),
L = P~ 'W makes X(t) = [A(a) — LC]X(t) quadratically stable
for « € [oq, ], see details about quadratic stability in Amato
(2006). Moreover, from Theorems 2.6 and 3.1 in Amato (2006), if
x(t) = [A(a) — LC]X(t) is quadratically stable for « € [o1, a2],

then X(t) = [A(&(t)) — LC] X(¢) is uniformly asymptotically sta-
ble, since &(t) € [w1, az]. For linear time-varying systems, uni-
form asymptotic stability is equivalent to uniform exponential
stability, see Rugh (1996); therefore, under the stated assumptions,
X(t) = [A(&(t)) — LC] X(t) is UES, which, according to Lemma 3,
guarantees that the error of the filter converges to zero exponen-
tially fast. O

In Theorem 6, conditions to be imposed on L that ensure the
convergence of the filter error exponentially fast to zero, in the
deterministic case, were presented. It is possible to show that there
always exists a gain L verifying these conditions if ||¢(¢)|| is PE. The
proof of this statement is omitted here due to space constraints.

4.2. Filter stability—stochastic framework

When both the process and the observation noise are consid-
ered, it is possible to prove that the filter estimation error con-
verges to the vicinity of zero and that, after the initial transient,
its maximum norm has an upper bound if some conditions are im-
posed on d(t), n(t), ||@¢(t)||, and on the target maximum linear ve-
locity, see Theorem 7.

Theorem 7. Consider the filter in (21), with a(t) cqmputed resorting
to (19) and gain L chosen to guarantee that both X(t) = [A(ay)—
LC]x(t) and X(t) = [A(ay) — LC]X(t) are UES for given values of
a1 < 0and ay; < 0. Moreover, assume that ||¢(t)]| is persistently
exciting and that the process noise d(t), the observation noise n(t),
and the target linear velocity v(t) are bounded. In this case, there exists
a finite positive constant B such that, after an initial transient, the
filter estimation error verifies

XN < Bz V= to (24)

Proof. Consider that the process and observation noises are
bounded, i.e, that 8; = ||d|| and B, = |n|l» are finite, and
that ||@(t)|| is PE. If the target angular speed estimates are ob-
tained using the gradient adaptive law in (19), which guarantees
that |@(t)| < |az — aq], forall t > ty, then, according to Theo-
rem 5, there exist finite positive constants y1, A1, and 85 such that

|6 (t)| < min [Ja — aql, 1610+ B5], Vi >t (25)

Moreover, if the gain L is chosen so that both X(t) = [A(x;) — LC]
X(t) and X(t) = [A(ay) — LC]X(t) are UES for any given values of
a <0 and a; < 0, then, as argued in the proof of Theorem 6,
X(t) = [A(@(t)) — LC]X(t) is also UES. Therefore, there exist fi-
nite positive constants y; and XAz such that the state transition ma-
trix associated with this linear state equation verifies || ®x(t, 7)|| <
yze (=9 for all t, T such that t > 7.

When noise is considered, the target state estimation error
evolves according to (22). Due to the structure of Aq, this expres-
sion can be written as

X(t) = (A@(1)) — LOX(t) + B (d(t) + & (t)v(t)) — LDn(t).

If the target linear velocity v(t) is bounded, i.e., if 8, = ||V|
is finite, then, using the variation of constants method, see Rugh
(1996), yields

X1 < [1Px(t, to)|I.1X(t) | + By Bl

t
X / [ @x(t, T) | min[|oy — 1],y + B3] de
to

t
+ (IIBllBa + ||L||~||D||,Bn)/ [ ®x(t, 7)lldT

for all t > to. By computing the integrals it is straightforward to
show that, under the stated assumptions, there exists a finite pos-
itive constant B, given by

Bx = %(IIBII/‘}U min [Je; — anl, Bz] + 1Bl Ba + IILII-IIDIIﬁn>,
(26)

such that, after an initial transient, the filter estimation error veri-
fies(24). O

In Theorem 7, some assumptions necessary to ensure the existence
of a finite positive constant B; such that, after an initial transient,
(24) is verified, were presented. It is possible to prove that, under
these assumptions, a gain L guaranteeing the existence of such
a constant can always be found. The proof of this statement is
omitted here due to space constraints.

4.3. Design of the gain of the #¢, filter

In this section, a LMI-based strategy for the design of the gain
of the #¢, adaptive filter is proposed, see Boyd, El Ghaoui, Feron,
and Balakrishnan (1994) and Oliveira (2002) for details about the
design of #¢, filters using LMIs.

When noise is considered, the dynamics of the error X(t) =
x(t) — X(t) associated with the estimates provided by the filter in
(21) can be written in the form

X(t) = (A(@) — LO) X(t) + B[d(t) + &(t)¥(t)] — LDn(t),

where V(t) corresponds to the target linear velocity estimates,
ie, V(t) = [Xa(t) Xs(t) Rg(t)]", where X, (t) denotes the k-
th entry of X(t). The value of @(t)V(t) € R3? is unknown, as it
depends on the error @(t) in the estimation of «, whose impact
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on the filter performance we want to minimize. This term af-
fects the estimation error X(t) in the same way d(t) does (through
B), i.e., they both corrupt directly the error associated with the
target acceleration estimates. Thus, for design purposes, a single
disturbance vector §(t) = d(t) + &(t)v(t), comprising the con-
tribution of both terms, is considered. By concatenating this dis-
turbance with the noise that corrupts the measurements of the
target position into a single vector, the generalized disturbance
vector w(t) = [8(t) n'(t)]" e R® results. Rewriting the dy-
namics of the error as a function of this disturbance yields

X(t) = (A(e) — LO)X(t) + (B, — LDy, ) w(t), 27)

where Dy,, = [03x3 D] and B,, = [B 0g,3].

For performance purposes, only the target position estimation
error e(t) = Cx(t) € R? is considered. The gain L of the filter is
found by minimizing the maximum of the #/, norm of the systems
obtained from w(t) to e(t) when «, in (27), is replaced by «; and
ay; see Oliveira (2002) for details about the design of #¢, filters
using LMIs. The #¢, norm obtained with this strategy is an upper
bound for the #, norm of the real system since ¢ € [oq, az],
see Becker and Packard (1994).

It is straightforward to conclude that the gain L found using
this method guarantees that both x(t) = [A(a;) — LC]X(t) and
X(t) = [A(ay) — LC]X(t) are UES for given values of @; < 0 and
oy < 0. Therefore, this gain ensures that the error of the filter in
(21), with @ (t) obtained as in (19), verifies (24) if the assumptions
stated in Theorem 7 hold.

5. Simulation results

In this section, continuous-time simulation results illustrating
the performance of the proposed parameter identification proce-
dure and adaptive filter are presented.

For comparison purposes, results obtained with an Extended
Kalman Filter, see Gelb (2001), are also provided. This filter was
designed for the nonlinear system that results from augmenting
the state x(t) € R®, of (1), with the target angular speed . The
new state variable was modeled as a Wiener process, see Rong Li
and Jilkov (2003). The model considered for the measurements was
the one introduced in (2).

In this section, measurements of the target position in spheri-
cal coordinates obtained with a single PTZ (acronym for pan, tilt,
and zoom) camera are used. These measurements can be obtained
using the strategies proposed in Gaspar and Oliveira (2011), for in-
stance, and are transformed to Cartesian coordinates using a non-
linear transformation, see examples in Bar-Shalom et al. (2001),
which leads to the model in (2) for the position measurements.

In the simulations presented in this section, the intrinsic param-
eters are the ones from a 215 PTZ camera from AXIS, and the target
angular speed is considered to belong to the interval [0, 0.5] rad/s.
The parameters & = y = 107'° and the Hurwitz polynomial
A(s) = (s + A)3, A = 0.2, were used in the design of the param-
eter identifier. In the design of the #, filter, the intensities of the
process and observation noises were tuned by replacing b = e;
and D = I3 by b = 10 e3 and D = 100 Is. This strategy led to a
gain L with non-null entries of the formL; ; = Ly, = L; 3 = 1.33,
L2,1 = L5,2 = L3,3 =0.77,and L3,1 = Ls,z = 1.9,3 =0.13.

The measurements of the center of the target in the images
and the measurements of its distance with respect to the camera
are corrupted by uniformly distributed noise, with values in the
intervals [—10, 10] pixel and [—1, 1] m, respectively. For the design
of the EKF, the process noise that affects the target acceleration
and the measurement noise that corrupts the measurements of
the target position are considered to have power spectral density
matrices 10%I; mm?Hz®> and 100%1; mm?Hz~!, respectively. The

w =0 rad/s
—_—w =0.2,0.1,0.3 rad/s

z [m]

97, T~ RS e

Fig. 3. Trajectories described by the target.

power spectral density considered for the noise that affects the
target angular speed is 106 rad? Hz>.

In the following, two experiments are reported. The first illus-
trates the performance of the proposed estimators when the target
moves along a straight line (w = 0 rad/s), and the second illus-
trates their performance when the target angular speed varies over
time. The trajectories described by the target in the two situations
are shown in Fig. 3.

In Fig. 4(a), the target angular speed estimates provided by the
identification procedure proposed in Section 3 and by the EKEF, for
the first experiment, are depicted. As can be seen, the estimates
provided by the parameter identifier converge to the vicinity of the
target real angular speed w = 0 rad/s, whereas the EKF diverges.

The results obtained with the #¢, adaptive filter in the first ex-
periment are depicted in Fig. 4(b). These results are compared with
the estimates provided by the EKF and with the measurements of
the target position computed resorting to the aforementioned non-
linear transformation. As expected from the performance of the
EKF in the estimation of the target angular speed, its estimates for
the target position diverge. Even though the EKF diverges, the er-
ror in the position estimates provided by the #, adaptive filter, and
the error in the estimation of the target angular speed, converge to
the vicinity of zero. These results are in accordance with the stabil-
ity guarantees derived in Theorems 5 and 7. Moreover, the steady-
state performance of the adaptive filter is significantly better than
that obtained with the measurements of the target position.

The results obtained in the second experiment, which considers
a trajectory for the target with three different angular speed
values, are presented in Fig. 5. As can be seen, the angular
speed identification strategy proposed in Section 3 is robust to
variations in the parameter to be estimated, since the angular
speed estimates converge to the real angular speed even after
abrupt changes in its value. The degradation in the performance of
the position estimates obtained with the J¢, adaptive filter, around
time instants 100 and 200 s, is due to the transients observed in
the estimates provided by the parameter identifier when the target
changes its angular speed.

6. Conclusions

In this work, the problem of estimating the position, linear
velocity, and linear acceleration of a target maneuvering in 3D
space was addressed. A model for the target that depends on
its angular speed was considered and only measurements of the
target position were used. This problem was tackled resorting to
a cascade of a parameter identifier, which estimates the angular
speed of the target, and an #¢, adaptive filter, which combines the
angular speed estimates with measurements of the target position
to estimate the target state. Under persistence of excitation
conditions and for experiments where the process noise, the
observation noise, the target linear velocity, and the target angular
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Fig. 5. Performance analysis for a target with changing angular speed.

speed are bounded, the errors associated with the proposed
estimators were proved to converge to the vicinity of zero.
Simulations showing that the convergence and stability guarantees
derived in this brief paper hold, even when the estimates provided
by an Extended Kalman Filter diverge, were presented.
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