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Abstract—A new sensor-based homing integrated guidance and
control law is presented to drive an underactuated autonomous un-
derwater vehicle (AUV) toward a fixed target, in three dimensions,
using the information provided by an ultrashort baseline (USBL)
positioning system. The guidance and control law is first derived us-
ing quaternions to express the vehicle’s attitude kinematics, which
are directly obtained from the time differences of arrival (TDOA)
measured by the USBL sensor. The dynamics are then included
resorting to backstepping techniques. The proposed Lyapunov-
based control law yields global asymptotic stability in the absence
of external disturbances and is further extended, keeping the same
properties, to the case where constant known ocean currents af-
fect the dynamics of the vehicle. Finally, a globally exponentially
stable nonlinear TDOA and range-based observer is introduced to
estimate the ocean current and uniform asymptotic stability is ob-
tained for the overall closed-loop system. Simulations are presented
illustrating the performance of the proposed solutions.

Index Terms—Lyapunov methods, mobile robots, nonlinear sys-
tems, position control, underwater acoustic arrays, underwater
vehicle control, underwater vehicles.

I. INTRODUCTION

ADVANCES in sensing devices, materials, and computa-
tional equipments have provided the means to develop

sophisticated underwater vehicles that nowadays display the ca-
pability to perform complex tasks in challenging, dangerous, and
uncertain operation scenarios. In the last years, several sophis-
ticated autonomous underwater vehicles (AUVs) and remotely
operated vehicles (ROVs) have been developed, endowing the
scientific community with cutting-edge research tools supported
in onboard complex mission and vehicle control systems [1]–[3].
This paper presents the design and performance evaluation of
a sensor-based integrated guidance and control law to drive an
underactuated AUV toward a fixed target, in 3-D, in the presence
of unknown constant ocean currents.

The topic of navigation, guidance, and control of underwater
vehicles has been subject of the intensive research in the past
decades, presenting numerous challenges that range from tech-
nical limitations, arising due to the particular nature of the sur-

Manuscript received June 4, 2008; revised November 17, 2008. First pub-
lished March 16, 2009; current version published June 5, 2009. This paper
was recommended for publication by Associate Editor G. Antonelli and Ed-
itor K. Lynch upon evaluation of the reviewers’ comments. This work was
supported in part by Fundação para a Ciência e a Tecnologia (ISR/IST pluri-
anual funding) through the POS_Conhecimento Program that includes FEDER
funds and in part by the Project MAYA of the AdI. The work of P. Batista was
supported by a Ph.D. Student Scholarship from the POCTI Program of FCT,
SFRH/BD/24862/2005.

The authors are with the Institute for Systems and Robotics, Instituto
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rounding oceanic environment, to theoretical problems, which
exist even for fully actuated underwater vehicles. Indeed, while
the control of fully actuated systems is generally fairly well
understood, as evidenced by the large body of publications
(see [4]–[6], and the references therein), for underwater ve-
hicles there are still interesting questions springing from, e.g.,
the lack of coupled experimentally validated dynamic models or
the inability to readily identify plant parameters, which exhibit,
in general, strong nonlinear behaviors. To tackle the problem of
stabilization of an underactuated vehicle, a variety of solutions
has been proposed in the literature, e.g., [7]–[10]. In [11], a
solution to the problem of following a straight line is presented
and in [12], a waypoint tracking controller for an underactuated
AUV is introduced. A position and attitude tracking controller
was proposed in [13], whereas trajectory tracking solutions for
underactuated underwater vehicles were presented in, e.g., [14]
and [15]. The problem of path-following has also received much
attention (see, e.g., [16] and [17]). It turns out that all the afore-
mentioned references share a common approach: the vehicle
position is computed in the inertial coordinate frame and the
control laws are developed in the body frame. Therefore, the
computation of the linear tracking error vector is heavily af-
fected by errors in the estimates of the attitude of the vehicle.
Sensor-based control has been a hot topic in the field of com-
puter vision where the so-called visual servoing techniques have
been the subject of intensive research effort during the last years;
see [18] and [19] for further information.

The main contribution of this paper is the design of a sensor-
based integrated guidance and control law to drive an underac-
tuated AUV toward a fixed target, in 3-D, using the information
provided by an ultrashort baseline (USBL) positioning system.
The solution to this problem, usually denominated as homing in
the literature, is critical to the successful long-term autonomous
operation of AUVs since it allows for the vehicle to approach
a base station or support vessel, which often offer docking ca-
pabilities and permit the AUV to sleep, recharge its batteries,
transfer data, and download new mission parameters. Once the
vehicle is close enough to the base, different strategies are re-
quired to safely lock the AUV in the dock. This last stage, usually
denominated as docking in the literature, may vary significantly
depending on the vehicle itself, the location, and the type of
docking station. It also usually requires extra aiding sensors,
e.g., optical or electromagnetic aiding sensors; see [20]–[23]
for further details on this subject.

In this paper, it is assumed that an acoustic transponder is
installed on a predefined fixed position in the mission sce-
nario, denominated as target in the sequel, and an USBL sensor,
composed by an array of hydrophones and an acoustic emitter,
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Fig. 1. Mission scenario.

is rigidly mounted on the vehicle’s nose, as depicted in Fig. 1.
During the homing phase, the USBL sensor interrogates the
transponder and synchronizes, detects, and records the time
of arrival and time differences of arrival (TDOA) as mea-
sured by each receiver. This gives the vehicle the direction and
range to the target, as opposed to single-range homing strate-
gies [24]–[26], where the vehicle describes particular trajecto-
ries to detect the position of the beacon or somehow overcome
the lack of knowledge of its direction. The advantage of using
the USBL is that it allows, without the use of extra external
devices, the measurement of the target’s direction, which makes
possible the design of simpler control strategies that do not re-
quire the vehicle to describe particular trajectories. Moreover,
in the presence of unknown constant ocean currents, this sensor
will allow the development of a globally exponentially stable
(GES) observer for this quantity. Other navigation solutions
based on single-range measurements are presented in [27] and
based on the dynamics of the vehicle in [28]. Previous work
developed by the authors can be found found in [29], where
a globally asymptotically stable (GAS) homing strategy was
proposed based directly on the TDOA provided by an USBL,
but the problem of ocean current estimation was not addressed.
In [30], the authors have also proposed an ocean current esti-
mation solution but the proof of stability for the overall system
required the assumption of bounded velocities and acceleration,
which was, although mild from the practical point of view since
the propulsion system of the AUV limits the available force
and torque, quite restrictive from the theoretical point of view.
Finally, in [31], the problem of USBL-based navigation is also
addressed. The present paper generalizes the results presented
in [30].

The present paper is organized as follows. In Section II, the
homing problem is introduced and the dynamics of the AUV
are briefly described, whereas the USBL model is presented in
Section III. In Section IV, a Lyapunov-based guidance and con-
trol law is first derived, using quaternions to express the vehicle
attitude kinematics, which are directly obtained from the USBL
data. This control law is then extended to include the dynam-
ics of the vehicle resorting to backstepping techniques and, in
Section V, it is further extended to the case where known con-
stant ocean currents affect the vehicle dynamics. Global asymp-
totic stability is achieved in both cases. Afterward, a GES non-

linear TDOA and range-based observer is proposed to estimate
the ocean current, and uniform asymptotic stability is guaran-
teed for the overall closed-loop system. Simulation results are
presented and discussed in Section VI, and finally, Section VII
summarizes the main results of the paper.

Throughout the paper, the symbol 0n×m denotes an n × m
matrix of zeros, In an identity matrix with dimension n × n,
and diag(A1 , . . . ,An ) a block diagonal matrix. When the di-
mensions are omitted, the matrices are assumed of appropriate
dimensions. The minimum and maximum singular values of a
matrix X are denoted by σmin (X) and σmax (X), respectively.

II. PROBLEM STATEMENT

Let {I} be an inertial coordinate frame and {B} the body-
fixed coordinate frame, whose origin is located at the center
of mass of the vehicle (see [32] for a thorough discussion of
the coordinate frame conventions). Consider p = [x, y, z]T

as the position of the origin of {B}, described in {I}, v =
[u, v, w]T the linear velocity of the vehicle relative to {I},
expressed in body-fixed coordinates, and ω = [p, q, r]T the
angular velocity, also expressed in body-fixed coordinates. The
vehicle linear motion kinematics can be written as

ṗ = Rv (1)

where R = I
B R = (B

I R)T is the rotation matrix from {B} to
{I}, verifying

Ṙ = RS(ω)

where S(x) is the skew-symmetric matrix such that S(x)y =
x × y, with × denoting the cross product. The vehicle’s dy-
namic equations of motion can be written in a compact form
as{

Mv̇ = −S(ω)Mv − Dv(v)v − gv(R) + bvuv

Jω̇ = −S(v)Mv − S(ω)Jω − Dω(ω)ω − gω(R) + uω
(2)

where
1) M = diag{mu,mv ,mw} is a positive-definite diagonal

mass matrix;
2) J = diag{Jxx, Jyy , Jzz} is a positive-definite inertia

matrix;
3) uv = τu is the force control input that acts along the xB -

axis;
4) uω = [τp , τq , τr ]T is the vector of torque control inputs

that affect the rotation of the vehicle about the xB , yB ,
and zB axes, respectively;

5) Dv(v) = diag{Xu + X|u |u |u|, Yv + Y|v |v |v|, Zw +
Z|w |w |w|} is the positive-definite matrix of the linear mo-
tion drag coefficients;

6) Dω(ω) = diag{Kp + K|p |p |p|, Mq + M|q |q |q|, Nr +
N|r |r |r|} is the matrix of the rotational motion drag coef-
ficients;

7) bv = [1, 0, 0]T ;
8) gv(R) = RT [0, 0, W − B]T represents the gravita-

tional and buoyancy effects W and B, respectively, on
the vehicle’s linear motion;
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Fig. 2. Plane-wave and the USBL system.

9) gω(R) = S(rB )RT [0, 0, B]T accounts for the effect of
the center of buoyancy displacement relatively to the cen-
ter of mass rB on the vehicle rotational motion.

The mass and inertia matrices are assumed diagonal for the
sake of simplicity but extensions will be provided for general
forms of these matrices. The vehicle is assumed neutrally buoy-
ant, i.e., W = B, which results in gv(R) = 0.

The homing problem considered in this paper can be stated
as follows:

Problem Statement. Consider an underactuated AUV with
kinematics and dynamics given by (1) and (2), respectively.
Assume that a target equipped with an acoustic transponder
is placed in a fixed position. Design a sensor-based integrated
guidance and control law to drive the vehicle toward a well-
defined neighborhood of the target using the TDOA and range
to the target as measured by an USBL sensor installed on the
AUV.

III. USBL MODEL

During the homing approach phase, the vehicle is assumed to
be far away from the acoustic emitter, that is, the distance from
the vehicle to the target is much larger than the distance between
any pair of receivers. Therefore, the plane-wave approxima-
tion is valid; see [33] for more details. Let ri = [xi, yi, zi ]T ∈
R

3 , i = 1, 2, . . . , N , denote the positions of the N acoustic
receivers installed on the USBL sensor and consider a plane-
wave traveling along the opposite direction of the unit vector
d = [dx, dy , dz ]T , corresponding to the direction of the target,
as depicted in Fig. 2. Note that both ri and d are expressed
in the body frame and the later corresponds to the direction of
the target. Let ti be the time of arrival of the plane-wave at the
ith receiver and VS the velocity of propagation of the sound in
water, assumed to be constant and known. Then, assuming that
the medium is homogeneous and neglecting the velocity of the
vehicle, which is a reasonable assumption since ‖v‖ � VS , the
TDOA between receivers i and j satisfies

ti − tj = −dx (xi − xj ) + dy (yi − yj ) + dz (zi − zj )
VS

. (3)

Denote by ∆1 = t1 − t2 ,∆2 = t1 − t3 , . . . ,∆M = tN −1 − tN
all the possible combinations of TDOA, where M =

N(N − 1)/2, and let ∆ = [∆1 , ∆2 , . . . ,∆M ]T . Define

rx := [x1 − x2 , x1 − x3 , . . . , xN −1 − xN ]T

ry := [y1 − y2 , y1 − y3 , . . . , yN −1 − yN ]T

rz := [z1 − z2 , z1 − z3 , . . . , zN −1 − zN ]T

and HR ∈ R
M ×3 as

HR = [rx , ry , rz ].

Then, the generalization of (3) for all TDOA yields

∆ = −HRd
VS

.

Define also

HQ :=
HT

RHR

VS
∈ R

3×3

which is assumed to be nonsingular. This turns out to be a weak
hypothesis as it is always true if, at least, four receivers are
mounted in noncoplanar positions. In those conditions, HR has
maximum rank and so does HQ . Then,

d = −H−1
Q HT

R ∆ (4)

which directly relates the direction of the target, as seen from
the AUV, to the TDOA vector. The time derivative ḋ can be
written as (see Appendix A for the calculations)

ḋ = S (ωg )d (5)

where ωg = −ω + ωl , with ωl = v × d/ρ. Note that the first
term represents the vehicle rotation velocity, while the second
term ωl denotes the induced rotation velocity due to the linear
vehicle displacement. The range to the target, as measured by
the USBL sensor, is represented by ρ.

IV. CONTROLLER DESIGN

In this section, an integrated nonlinear closed-loop guidance
and control law is derived for the homing problem stated earlier
in Section II. Assuming that there are no ocean currents, the idea
behind the control strategy proposed here is to steer the vehicle
directly toward the emitter. The synthesis of the guidance and
control law resorts extensively to the Lyapunov’s direct method
and backstepping techniques whereas the kinematic error takes
the form of a quaternion directly obtained from the TDOA pro-
vided by the USBL sensor.

To drive the vehicle with constant forward speed toward the
target, define a first error variable as

z1 := [1, 0, 0]v − Vd

where Vd > 0 is the desired vehicle velocity during the homing
phase. When z1 converges to zero, the surge speed converges to
Vd . This single error variable is not sufficient to ensure that the
vehicle is driven toward the target as the attitude of the vehicle
is not controlled. Using (4), an attitude error can be defined in
terms of a rotation matrix Re that satisfies

Re [1, 0, 0]T = −H−1
Q HT

R ∆. (6)

Authorized licensed use limited to: UNIVERSIDADE TECNICA DE LISBOA. Downloaded on July 8, 2009 at 17:42 from IEEE Xplore.  Restrictions apply.



704 IEEE TRANSACTIONS ON ROBOTICS, VOL. 25, NO. 3, JUNE 2009

When Re is the identity matrix, the vehicle’s x-axis is aligned
with the direction of the target. Equation (6) does not define
uniquely a rotation matrix since 1 DOF is left unconstrained
with (6). The uniqueness of Re is imposed by choosing an initial
condition for the degree of freedom that is left unconstrained
and by requiring it to preserve smoothness over time, which is
always possible as the right-hand side of (6) is continuous and
continuously differentiable,

Ṙe = S (ωg ) Ṙe . (7)

In particular, let

Re (t0) = [−H−1
Q HT

R ∆ (t0) d20 d30 ]

be the initial rotation matrix Re . In order for smoothness to be
preserved, it must be, from (7),{

ḋ2(t) = S(ωg )ḋ2(t)

d2(t0) = d20

which provides the evolution of the degree of freedom that is left
unconstrained by (6). To preserve orthogonality, particularly in
the presence of measurement noise, one easy and computation-
ally efficient solution is to compute the unit vector along the
projection of d2(t) on the plane orthogonal to H−1

Q HT
R ∆(t),

denoted by d⊥
2 (t), and then write

Re(t)

=
[
−H−1

Q HT
R∆(t) d⊥

2 (t)
[
−H−1

Q HT
R ∆(t)

] [
d⊥

2 (t)
]]

.

Expressing Re as Re(q), where q is a unit quaternion cor-
responding to the same rotation, the direction of the tar-
get is aligned with the body-fixed frame x-axis when q =
±(1, 0, 0, 0). Define q = [q0 ,qT

v ]T as the vector representation
of q, where q0 and qv are the so-called scalar and vector parts,
respectively. It is now possible to define two new error variables
to represent the attitude error,

z2 := q0 − 1 (8)

and

z3 := qv . (9)

Driving z1 , z2 , and z3 to zero is still insufficient to ensure the
correct behavior of the vehicle during the homing phase as the
sway and heave velocities are left free. However, it will be
shown that, with the control law based upon these three error
variables, the sway and heave velocities will also converge to
zero, which completes a set of sufficient conditions to drive the
vehicle toward the target. The quaternion dynamics are given by
(see Appendix B for the calculations and [34] for further details)

q̇ =
1
2
D(ωg )q (10)

where

D(ωg ) =
[

0 −ωT
g

ωg S(ωg )

]
.

To synthesize the control law, consider the Lyapunov function

V1 :=
1
2
z2

1 + z2
2 + zT

3 z3 .

The time derivative V̇1 can be written as (see Appendix C for
the calculations)

V̇1 = z1
(
[1, 0, 0]M−1bvuv − [1, 0, 0]M−1

[S(ω)Mv + Dv(v)v]) + zT
3 (−ω + ωl) .

Setting uv as

uv =
[1, 0, 0]M−1 [S(ω)Mv + Dv(v)v] − k1z1

[1, 0, 0]M−1bv
(11)

where k1 is a positive scalar control gain, and ω = ωd , with

ωd := K2z3 + ωl

where K2 is a symmetric positive-definite control gain matrix,
the time derivative V̇1 becomes V̇1 = −k1z

2
1 − zT

3 K2z3 , which
is strictly nonpositive.

Although uv is an actual control input, the same cannot be
said about ω, which was regarded here as a virtual control input.
Following the standard backstepping technique [35], define a
fourth error variable

z4 := ω − ωd (12)

and the augmented Lyapunov function

V2 := V1 +
1
2
zT

4 z4 =
1
2
z2

1 + z2
2 + zT

3 z3 +
1
2
zT

4 z4 .

The time derivative of V2 can be written as (see Appendix D for
the calculations)

V̇2 = −k1z
2
1 − zT

3 K2z3 + zT
4
(
J−1 [−S(v)Mv − S(ω)Jω

−Dω(ω)ω − gω(R) + uω] − ω̇d − z3) .

Now, setting

uω = S(v)Mv + S(ω)Jω + Dω(ω)ω + gω(R)

+ J (ω̇d + z3 − K3z4) (13)

where K3 is a positive-definite control gain matrix, finally yields
V̇2 = −k1z

2
1 − zT

3 K2z3 − zT
4 K3z4 . The time derivative ω̇d is

not presented here for the sake of simplicity.
Remark 1: Although during the synthesis of the control law

four error variables have been defined, it is important to note
that it is not really necessary that z2 converges to zero. Indeed,
when z3 converges to zero, it follows that

lim
z3 →0

z2 = ±1

or, in other words,

lim
z3 →0

q = ±(1, 0, 0, 0).

However, both q = (1, 0, 0, 0) and q = −(1, 0, 0, 0) correspond
to Re → I, as intended.

The following theorem is the main result of this section.
Theorem 1: Consider a vehicle with kinematics and dynam-

ics given by (1) and (2), respectively, moving in the absence
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of ocean currents and suppose the homing problem stated in
Section II defined outside a ball of radius Rmin and centered at
the target’s position. Further assume that

Rmin >
mu

min {Yv , Zw}
Vd. (14)

Then, with the control law (11)–(13), the equilibrium point z =[
z1 , zT

3 , zT
4
]T = 0 is GAS and the sway and heave velocities

converge to zero, thus solving globally the homing problem
stated in Section II.

Proof: With the control law (11)–(13), the closed-loop error
dynamics can be written as (see Appendix E for the calculations)


ż1 = −k1z1

ż2 =
1
2
(
zT

3 K2z3 + zT
3 z4

)
ż3 = −1

2
[(z2 + 1) (K2z3 + z4) + S (K2z3 + z4) z3 ]

ż4 = z3 − K3z4

which is an autonomous nonlinear system. The Lyapunov func-
tion V2 is, by construction, continuous, radially unbounded,
and positive definite. With the control law (11)–(13), the time
derivative V̇2 results in

V̇2 = −k1z
2
1 − zT

3 K2z3 − zT
4 K3z4 (15)

which is negative semidefinite. Therefore, V2 is nonincreasing
along all state trajectories, which remain bounded for all time.
Moreover, V2 approaches its own limit. Resorting to LaSalle’s
Theorem, it follows from (15) that z1 , z3 , and z4 converge to
zero [34]. Therefore, the x-axis of the vehicle aligns itself with
the desired direction. To complete the stability analysis all that
is left to do is to show that the sway and heave velocities also
converge to zero. Expanding the dynamics of the sway and heave
velocities as in (2) yields


v̇ = −

Yv + Y|v |v |v|
mv

v +
mw

mv
pw − mu

mv
ur

ẇ = −
Zw + Z|w |w |w|

mw
w − mv

mw
pv +

mu

mw
uq

.

Now, after a few straightforward computations, it is possible to
conclude that when z converges to zero, the angular velocity
converges to (see Appendix F for the proof)

lim
z→0

ω =
1
ρ

[0, w,−v]T .

On the other hand, when z1 converges to zero, u converges to
Vd . Thus, when z converges to zero, the dynamics of the sway
and heave velocities can be written as the linear time varying
system (LTVS) driven by a vanishing disturbance d(t)[

v̇
ẇ

]
= A(t)

[
v
w

]
+ d(t), (16)

where

A(t)=



−

Yv + Y|v |v |v|−mu

ρ Vd

mv

mw

mv
p

−mv

mw
p −

Zw +Z|w |w |w|−mu

ρ Vd

mw


.

Now, due to the fact that p also converges to zero and using
(14), there exists t0 such that for all, t > t0 the eigenvalues
of the symmetric matrix E(t) = 1

2

[
A(t) + AT (t)

]
, which are

all real, remain strictly in the left-half complex plane. Thus,
the LTVS (16) is asymptotically stable, which concludes the
proof. �

V. CONTROL IN THE PRESENCE OF OCEAN CURRENTS

In this section, the results from the previous section are gen-
eralized for the case where constant ocean currents are present.
First, the integrated guidance and control law synthesized in
the previous section is modified assuming that the ocean cur-
rent is known. Afterwards, a GAS observer that relies on the
information provided by the sensors already installed onboard
is proposed. Finally, the stability of the complete closed-loop
system is addressed.

A. Controller Design

Consider that the vehicle is moving with velocity relative to
the water vr in the presence of an ocean current with velocity vc ,
both expressed in body-fixed coordinates. It is further assumed
that the current velocity is constant in the inertial frame. The
dynamics of the vehicle can then be rewritten as{

Mv̇r = −S(ω)Mvr − Dvr
(vr )vr + bvuv

Jω̇ = −S(vr )Mvr − S(ω)Jω − Dω(ω)ω − gω(R)+uω
(17)

and the vehicle’s velocity relative to the inertial frame, expressed
in body-fixed coordinates, is v = vr + vc .

In this new mission scenario the control strategy synthesized
in Section IV cannot be directly used, as the new control objec-
tive is to align the velocity of the vehicle relative to the inertial
frame with the target’s direction instead of the x-axis of the
vehicle. However, if the attitude error could be expressed as in
Section IV, a similar control law could perhaps be used.

Consider the vehicle reference relative velocity vR :=
[Vd, 0, 0]T , expressed in {B}. The error variable z1 , which
accounts for the surge speed, is naturally modified to z1 :=
[1, 0, 0]vr − Vd . Redefining the quaternion error q to correctly
express the new attitude error, the error variables z2 and z3 may
remain unchanged. In order to do so, define a new coordinate
system {E} based on the direction of the emitter as follows:
let the x-axis of {E} have direction d, the y-axis the direction
of ix × d, where ix = [1, 0, 0]T , and the z-axis have the direc-
tion of d × (ix × d), all expressed in the body-fixed frame. The
rotation matrix from {E} to {B} is given by


B
E R =

[
d
∣∣∣ ix ×d
‖ix ×d‖

∣∣∣ d×(ix ×d)
‖d×(ix ×d)‖

]
,dT ix �= ±1

B
E R = I, d = ix
B
E R = diag{−1, 1,−1},d = −ix

where d, using (4), is directly obtained from the TDOA provided
by the USBL sensor. Note that, in the coordinate system {E},
the target’s direction d is, by construction,

E (d) = [1, 0, 0]T . (18)
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Fig. 3. Coordinate frames {E} and {B}.

Denote by E
(
vO

r

)
the velocity of the vehicle relative to the

water, expressed in {E}, when the vehicle is moving directly
toward the target with speed Vd and no lateral velocity. Then,
the relationship

E
(
vO

r

)
+ E (vc)

‖E (vO
r ) + E (vc)‖

= E (d) (19)

is satisfied. Using (18), it is straightforward to conclude that[
0 1 0
0 0 1

]
E
(
vO

r

)
= −

[
0 1 0
0 0 1

]
E (vc) .

Fig. 3 depicts an equivalent 2-D version of the new coordinate
frame {E} and its relation with the several variables at hand.

Since
∥∥E

(
vO

r

)∥∥ = Vd , there are only two possible values left
for the first component of E

(
vO

r

)
. However, this component

can be shown to be always positive (the proof is presented in
Appendix G) under the reasonable assumption that Vd > Vc . In
fact, if this assumption is not satisfied, it can be impossible for
the vehicle to approach the target as its relative velocity may
be insufficient to counteract the ocean current. Thus, the signal
ambiguity is solved and E

(
vO

r

)
uniquely defined. Now, an error

definition equivalent to (6) can be written as

Re [Vd, 0, 0]T := vO
r . (20)

The same control strategy, as in Section IV, can be applied with
minor changes in the control law: the relative velocity is now
used to feed the control law uv and the attitude error quaternion
is obtained from (20). The induced rotation ωl also changes but
is omitted here for the sake of simplicity (the expression of ωl

is presented in Appendix H). The control law is now given by

uv =
[1, 0, 0]M−1 [S(ω)Mvr + Dvr

(vr )] − k1z1

[1, 0, 0]M−1bv
(21)

and

uω = S(vr )Mvr + S(ω)Jω + Dω(ω)ω + gω(R)

+ J (ω̇d + z3 − K3z4) . (22)

Global asymptotic stability is achieved (the proof is presented
in Appendix I), as in Section IV, for

Rmin >
2mu

min {Yv , Zw}
Vd. (23)

B. GES Ocean Current Observer

In the previous section, it was assumed that the velocity of
the ocean current was known, which is perfectly feasible using
an extra sensor, e.g., a Doppler velocity log when the vehicle is
close to the seabed. However, when the vehicle is far from the
sea bottom its inertial velocity is no longer available onboard
and therefore an alternative solution must be adopted. In this
section, a nonlinear observer that makes use of the TDOA and
target range measurements provided by the USBL sensor and
the water relative velocity supplied by a Doppler velocity log is
proposed and its stability is analyzed.

The position of the target expressed in the body-fixed frame
can be obtained directly from the USBL data. Using (4), it can
be written as

e = −ρH−1
Q HT

R ∆. (24)

As the emitter is fixed in the inertial frame, the time derivative
of its position expressed in the body-fixed frame is given by

ė = −vr − vc − S(ω)e.

Because the current is assumed to be constant (in the inertial
frame), the time derivative of the current expressed in the body-
fixed frame simply results in

v̇c = −S(ω)vc .

A GES observer for the water velocity expressed in the body
frame is presented in the following theorem.

Theorem 2: Consider the observer in the body-fixed coordi-
nate frame given by{ ˙̂e = −vr − v̂c − S(ω)e + [S(ω) + kobsI] (e − ê)

˙̂vc = −S(ω)v̂c − (e − ê)
(25)

where ê is the estimate of the emitter’s position, e is the observed
variable, given by (24), v̂c is the estimate of the velocity of the
current, all expressed in the body-fixed frame, and kobs > 0 is
an observer gain. Then, the estimation errors{

ẽ = e − ê
ṽc = vc − v̂c

converge globally exponentially fast to zero.
Proof: The time derivatives of the errors ẽ and ṽc can be

written as { ˙̃e = −ṽc − [S(ω) + kobsI] ẽ
˙̃vc = −S(ω)ṽc + ẽ

. (26)

Consider the global diffeomorphic coordinate transformation
zobs = T(R)[ẽT , ṽT

c ]T , where

T(R) =




R 03×3

03×3 R




After a few straightforward computations, the following linear
time invariant system is obtained:

żobs =
[−kobsI3 −I3

I3 03×3

]
zobs
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which is exponentially stable for kobs > 0, from which follows
that the origin of (26) is GES. �

Remark 2: Constant currents are a common assumption when
designing ocean current observers. Nevertheless, it is important
to note that the proposed observer is GES and its convergence
rate may be tuned using the observer gain kobs . For slowly time-
varying ocean currents, if kobs is chosen such that the observer
has a small time constant when compared to the rate of change
of the ocean currents, it should provide adequate tracking of the
ocean current velocity.

C. Closed-Loop Stability Analysis

The presence of an observer to estimate the velocity of the
ocean current introduces an error ũω = ûω − uω in the control
input uω . Indeed, due to the velocity error ṽc , the control law
(22) is now replaced by

ûω = S(vr )Mvr + S(ω)Jω + Dω(ω)ω + gω(R)

+ J
(

ˆ̇ωd + ẑ3 − K3 ẑ4

)
(27)

where ˆ̇ωd , ẑ3 , and ẑ4 are the estimates of ω̇d , z3 , and z4 ,
respectively. Notice that the velocity error appears both directly
and indirectly, as some of the variables depend implicitly on
the velocity of the current, namely vO

r and the quaternion q.
However, the maps from ṽc to ṽO

r and q̃ are smooth and the
origin of ṽc is mapped onto the origin in both cases.

The stability of the overall closed-loop system is addressed
in the following theorem.

Theorem 3: Consider the nonlinear system consisting of a
vehicle with kinematics and dynamics given by (1) and (17), re-
spectively, the current observer (25), and the control law given
by (21) and (27). Suppose the homing problem as stated in
Theorem 1 under Assumption (23). Then, the equilibrium point
z = [z1 , zT

3 , zT
4 ]T = 0 is locally uniformly asymptotically sta-

ble and the sway and heave relative velocities converge to zero,
thus solving locally the aforementioned problem in the presence
of constant unknown ocean currents.

Proof: Consider the closed-loop nonlinear system

ż = f1 (t, z, ṽc) (28)

where uv and uω are replaced by (21) and (27), respectively,
and ṽc is here regarded as the system input. Following the same
steps as in Theorem 1, it is straightforward to conclude that the
system ż = f1 (t, z,0) has a uniformly asymptotically stable
equilibrium point at the origin z = 0. The observer error was
shown to be GES. Thus, if the system (28) is locally input-to-
state stability (ISS) with ṽc as input, it follows that the origin of
the cascaded system (26) and (28) is locally uniformly asymp-
totically stable ([36], Lemma 5.6) and, following the same steps
as in Theorem 1, the heave and sway velocities converge to zero.
The remainder of the proof amounts to show that (28) is indeed
locally ISS with ṽc as input.

If, in some neighborhood of (z = 0, ṽc = 0), f1 (t, z, ṽc) is
continuously differentiable and the Jacobian matrices [∂f1/∂z]
and [∂f1/∂ṽc ] are bounded, uniformly in t, it follows that the
system (28) is locally ISS [36, Lemma 5.4]. This turns out to

be true if both the linear and angular velocities, as well as the
acceleration of the vehicle, are bounded, which can be shown in
a neighborhood of (z = 0, ṽc = 0).

It has been shown before that, when z converges to zero (the
proof is presented in Appendix I)

lim
z→0

ω =
‖vR + vc‖

Vdρ


 0

wr

−vr


 .

By continuity, it follows that in a neighborhood of z = 0, the
angular velocity be written as

ω =
‖vR + vc‖

Vdρ


 0

wr

−vr


+ ε (29)

where ε = [εp εq εr ]
T and ‖ε‖ is as small as required, depending

on the radius of the neighborhood around z = 0. Substituting
(29) in the dynamics of the relative heave and sway velocities
(17) yields


v̇r = −
Yv + Y|v |v |vr | − mu ‖vR +vc ‖

Vd ρ ur

mv
vr +

mw

mv
εpwr

−mu

mv
ur εr ,

ẇr = −
Zw + Z|w |w |wr | − mu ‖vR +vc ‖

Vd ρ ur

mw
wr −

mv

mw
εpvr

+
mu

mw
urεq

.

(30)
Notice that ur = z1 + Vd , which allows to rewrite (30) as



v̇r =−
Yv + Y|v |v |vr | − mu ‖vR +vc ‖

Vd ρ (z1 + Vd)

mv
vr

+
mw

mv
εpwr −

mu

mv
(z1 + Vd) εr ,

ẇr =−
Zw + Z|w |w |wr | − mu ‖vR +vc ‖

Vd ρ (z1 + Vd)

mw
wr

−mv

mw
εpvr +

mu

mw
(z1 + Vd) εq

.

Consider now the Lyapunov-like function

Vl = zT
5 M2

2z5

where z5 = [vr wr ]
T and M2 = diag{mv ,mw}. The time

derivative of Vl is given by

V̇l =−mv

[
Yv + Y|v |v |vr | −

mu ‖vR + vc‖
Vdρ

(z1 + Vd)
]

v2
r

− mw

[
Zw +Z|w |w |wr |−

mu ‖vR+vc‖
Vdρ

(z1 + Vd)
]

w2
r

+ mu (z1 + Vd) (mw εqwr − mvεrvr ) . (31)

Recall that, since it was assumed that Vd > Vc , it follows that

‖vR + vc‖ < 2Vd.
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Thus, it is possible to write, from (31),

V̇l ≤ −mv

[
Yv + Y|v |v |vr | −

2muVd

ρ
− 2mu

ρ
|z1 |

]
v2

r

− mw

[
Zw + Z|w |w |wr | −

2muVd

ρ
− 2mu

ρ
|z1 |

]
w2

r

+ mu (z1 + Vd) (mw εqwr − mvεrvr ) .

Using Assumption (23), it is straightforward to conclude that,
in some neighborhood of z = 0, Vl satisfies

V̇l ≤ −γ1Vl + γ2

√
Vl

for some γ1 > 0, γ2 > 0, which, attending to the positiveness
of Vl , suffices to establish its boundedness for all time, which,
in turn, implies that both the relative sway and heave velocities
are bounded for all time in some neighborhood of z = 0. On
the other hand, from (29) and the boundedness of vr and wr ,
it is also immediate to conclude that the angular velocity stays
bounded in a neighborhood of z = 0. Finally, as ur = z1 + Vr ,
the relative surge velocity is also bounded, which concludes the
proof since, for bounded velocities, it follows from the dynamics
of the vehicle, that the acceleration is also bounded. �

Remark 3: The implementation of the control law requires, in
addition to the USBL measurements, the attitude of the vehicle,
its linear and angular velocities, and the linear accelerations,
all expressed in body-fixed coordinates. The attitude and the
angular velocity are available from any common attitude and
heading reference system (AHRS), e.g., the Seatex MRU6. The
linear velocity may be obtained employing a myriad of sensors.
As an example a Doppler velocity log, e.g., the Teledyne RDI
Explorer DVL, may be used to measure the velocity of the
vehicle, both relative and inertial. Finally, the linear acceleration
is usually available from a triad of accelerometers, which is also
a standard component in any inertial measurement unit (IMU),
e.g., the Honeywell HG1700.IMU. An interesting and more
detailed discussion on underwater sensing devices, as well as
navigation techniques, can be found in [37].

Remark 4: It has been assumed throughout the paper that the
mass, inertia, and damping matrices are diagonal. The deriva-
tion of the control laws is, nevertheless, general and it can be
applied to any positive definite mass, inertial, or damping ma-
trices. For nondiagonal mass matrices, the proofs regarding the
stability of the various systems only change in what concerns
the convergence of the heave and sway velocities, if the mass
matrix is not diagonal and new assumptions on the minimum
radius Rmin are required to guarantee that these variables also
converge to zero. As an example, for a positive definite mass
matrix

M =


m11 m12 m13

m12 m22 m23
m13 m23 m33




the convergence in the absence of ocean currents can be estab-
lished for a minimum radius that, in addition to the previous con-

Fig. 4. Trajectory described by the vehicle in the absence of currents and
noise.

dition (14), also satisfies (the proof is presented in Appendix J)

Rmin

>max
(

max (2m12 ,m12 +m13)
Y|v |v

,
max (m12 +m13 , 2m13)

Z|w |w

)
.

VI. SIMULATION RESULTS

To illustrate the performance of the proposed integrated guid-
ance and control laws, three computer simulations are presented
in this section. In the simulations a simplified model of the
SIRENE vehicle was used, assuming the vehicle is directly ac-
tuated in force and torque [3].

In the first simulation, there are no ocean currents nor sen-
sors noise. The vehicle starts at position [0, 0, 50]T m and the
acoustic transponder is located at position [500, 500, 500]T m.
The control parameters were chosen as follows: k1 = 0.025,
K2 = 0.0005diag(1, 1, 1), and K3 = diag(10, 3, 15). The de-
sired velocity was set to Vd = 2m/s, and a semi-spherical sym-
metric USBL sensor with 17 receivers is assumed to be placed
on the vehicle’s nose. Fig. 4 shows the trajectory described by
the vehicle, whereas Fig. 5 displays the evolution of the vehicle
velocities and control inputs. From the figures it can be con-
cluded that the vehicle is driven toward the target describing a
smooth trajectory. The control inputs are smooth and the result-
ing angular and lateral velocities converge to zero, as expected.

In the second simulation, the vehicle has to counteract a con-
stant unknown ocean current with velocity [0, −1, 0]T m/s, ex-
pressed in the inertial frame. An observer with gain kobs = 10
estimates this current to feed the control law, as described in
Section V. The control parameters are the same as in the pre-
vious simulation. Fig. 6 shows the trajectory described by the
vehicle, whereas Fig. 7 displays the evolution of the vehicle ve-
locities and control inputs. The evolution of the observer error
ṽc is shown in Fig. 8. As expected, the trajectory and control
inputs are smooth and the angular, sway, and heave velocities
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Fig. 5. Time evolution of the vehicle velocities and control inputs in the
absence of ocean currents and noise.

Fig. 6. Trajectory described by the vehicle in the presence of ocean currents.

Fig. 7. Time evolution of the vehicle velocities and control inputs in the
presence of ocean currents.

Fig. 8. Time evolution of the observer error ṽc .

Fig. 9. Trajectory described by the vehicle in the presence of ocean currents
and sensors’ noise.

converge to zero. The observer error converges exponentially
fast to zero.

The third simulation is similar to the second but sensor noise
was considered, as well as saturation of the actuators. Moreover,
±20% parameter uncertainty was considered in the dynamics
of the vehicle. The measurements of the vehicle velocity rel-
ative to the water were assumed to be corrupted by Gaussian
zero-mean white noise with standard deviation of 0.01 m/s. The
AHRS was assumed to provide the roll, pitch, and yaw Euler
angles, also corrupted by Gaussian noises with standard devia-
tion of 0.03◦ for the roll and pitch and 0.3◦ for the yaw, and the
angular velocity corrupted with Gaussian noise with standard
deviation of 0.1◦/s. The noise of the USBL sensor was decom-
posed into two components, a common mode that affects the
range measurements and a differential mode, which affects the
TDOA vector. For the common mode a standard deviation of
1 ms was chosen whereas for the differential mode a standard
deviation of 1 µs was selected. Fig. 9 shows the trajectory de-
scribed by the vehicle, whereas Fig. 10 displays the evolution
of the vehicle velocities and control inputs. The effect of the
measurement noise is visible in the evolution of the control sig-
nals but it should be noted that the trajectory described by the
vehicle is not significantly affected, in spite of the presence of
realistic measurement noise. The saturation effect is also no-
table during the first few seconds of the simulation, when the
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Fig. 10. Time evolution of the vehicle velocities and control inputs in the
presence of ocean currents and sensors’ noise.

torque τq saturates. However, the attitude quickly converges to
the desired one and the control enters the linear zone. It should
be noted that if the thrust force τu is not enough to achieve the
desired steady-state velocity Vd , the proposed solution may fail
to achieve its purpose in the presence of strong ocean currents.

While the configuration of the USBL sensor does not affect
the results of the first two simulations since these are carried out
in the absence of measurement noise, it does impact the results
of the third simulation since the measurements of the USBL are
corrupted with noise. The semi-spherical configuration that was
chosen does not favor any particular direction of the target. In
the absence of strong currents, the attitude of the vehicle quickly
converges to a situation where the target is in a direction closer
to the direction of the x-axis of the vehicle. A sharp-pointed con-
figuration of the hydrophones of the USBL would reduce the
effect of the measurement noise on the overall closed-loop sys-
tem since this configuration privileges the directions close to the
x-axis of the vehicle. It would, however, increase the sensibility
of the system if the initial attitude of the vehicle was such that the
target was in a direction far away from the x-axis of the vehicle.

VII. CONCLUSION

This paper presented new homing sensor-based integrated
guidance and control laws to drive an underactuated AUV to
a fixed target in 3-D using the information provided by an
USBL positioning system. Under the presence (and absence)
of constant known ocean currents, global asymptotic stability
was achieved with the proposed laws. To estimate unknown
constant ocean currents a GES observer that also resorts to the
USBL data was presented and local asymptotic stability for
the overall closed-loop system was achieved. Simulation results
were presented illustrating the performance of the proposed so-
lutions under the presence of realistic sensor noise and parameter
uncertainty.

APPENDIX A

TIME DERIVATIVE OF d

Denote by e the position of the target expressed in body-fixed
coordinates. As the target is assumed to be fixed in the world,

the time derivative of e is simply given by

ė = −v − S (ω) e. (32)

The direction of the target d can be directly expressed in terms
of the position of the emitter

d =
1

‖e‖e. (33)

Taking the time derivative of (33) yields

ḋ =
ė ‖e‖ − ˙‖e‖e

‖e‖2 =
1
ρ
ė − ρ̇

ρ2 e (34)

where the distance to the target ‖e‖ was replaced by ρ. Substi-
tuting (32) and (33) in (34) gives

ḋ =
1
ρ

[−v − S (ω) e] − ρ̇

ρ
d =

1
ρ

[−v − ρ̇d] − S (ω)d.

(35)
The derivative of ρ can be easily computed observing that ρ =√

eT e, which gives

ρ̇ = −dT v. (36)

Substituting (36) in (35) gives

ḋ =
1
ρ

[
−v +

(
dT v

)
d
]
− S (ω)d. (37)

Finally, using Lagrange’s formula (37) can be rewritten as

ḋ =
1
ρ
S (v × d)d − S (ω)d = S (ωg )d

where

ωg := −ω +
1
ρ
v × d.

APPENDIX B

TIME DERIVATIVE OF q

The quaternion q is such that it represents the rotation Re that
satisfies (6)

Re [1, 0, 0]T := −H−1
Q HT

R ∆ (38)

and is smooth over time, which is possible as the right-hand side
of (38) is continuous and continuously differentiable. Note that
the right-hand side of (38) corresponds to the direction of the
target d and its time derivative is given by (5).

Taking the time derivative of both sides of (38) yields

Ṙe [1, 0, 0]T = ḋ. (39)

Substituting (5) in (39) gives

Ṙe [1, 0, 0]T = S (ωg )d. (40)

Recalling that the right-hand side of (38) corresponds to the
direction of the target, it is possible to rewrite (40) as

Ṙe [1, 0, 0]T = S (ωg )Re [1, 0, 0]T . (41)

From the comparison of both sides of (41), it is straightforward
to conclude that the time derivative of Re is given by

Ṙe = S (ωg )Re . (42)
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The time derivative of the quaternion that represents a rotation
matrix with dynamics (42) is given by

q̇ =
1
2
D(ωg )q

where

D(ωg ) =
[

0 −ωT
g

ωg S(ωg )

]
.

APPENDIX C

TIME DERIVATIVE OF V1

Taking the time derivative of V1 gives

V̇1 = z1 ż1 + 2z2 ż2 + 2zT
3 ż3 = z1 [1, 0, 0]v̇ + 2z2 q̇0 + 2zT

3 q̇v .
(43)

Substituting the dynamics of v (2) and the quaternion dynamics
(10) in (43), and simplifying, yields

V̇1 = z1 [1, 0, 0]M−1 [−S(ω)Mv − Dv(v)v + bvuv ]

+ 2z2

(
−1

2
ωT

g qv

)
+ 2zT

3

(
1
2
ωg q0 +

1
2
S (ωg )qv

)

= z1 [1, 0, 0]M−1bvuv

− z1 [1, 0, 0]M−1 [S(ω)Mv + Dv(v)v]

− z2ω
T
g qv + q0zT

3 ωg + zT
3 S (ωg )qv . (44)

Since z3 = qv and xT S (y)x = 0, ∀x,y ∈ R
3 (44) simplifies

to

V̇1 = z1 [1, 0, 0]M−1bvuv

− z1 [1, 0, 0]M−1 [S(ω)Mv + Dv(v)v]

− z2ω
T
g z3 + q0zT

3 ωg . (45)

Now, substituting z2 = q0 − 1 and ωg = −ω + ωl in (45) fi-
nally yields

V̇1 = z1 [1, 0, 0]M−1bvuv

− z1 [1, 0, 0]M−1 [S(ω)Mv + Dv(v)v]

+ zT
3 (−ω + ωl) . (46)

APPENDIX D

TIME DERIVATIVE OF V2

Taking the time derivative of V2 gives

V̇2 = V̇1 + zT
4 (ω̇ − ω̇d) . (47)

Substituting (2) and (46) in (47) yields

V̇2 = z1 [1, 0, 0]M−1bvuv

− z1 [1, 0, 0]M−1 [S(ω)Mv + Dv(v)v + gv(R)]

+ zT
3 (−ω + ωl)

+ zT
4
(
J−1 [−S(v)Mv − S(ω)Jω − Dω(ω)ω

−gω(R) + uω] − ω̇d) . (48)

Now, substituting (11) and using z4 = ω − ωd in (48) finally
gives

V̇2 = −k1z
2
1 − zT

3 K2z3

+ zT
4
(
J−1 [−S(v)Mv − S(ω)Jω − Dω(ω)ω

−gω(R) + uω] − ω̇d − z3) .

APPENDIX E

CLOSED-LOOP ERROR DYNAMICS

This section presents the derivation of the closed-loop er-
ror dynamics in the absence of ocean currents, as derived in
Section IV. The equations are identical in the presence of known
ocean currents since only the definition of the attitude and surge
velocity error variables change.

The time derivative of z1 is given by

ż1 = [1, 0, 0]v̇. (49)

Substituting (2) in (49) gives

ż1 = [1, 0, 0]M−1 [−S(ω)Mv − Dv(v)v + bvuv ] . (50)

With the control law (11) it follows from (50), that

ż1 = −k1z1 .

From (8) and (10), the time derivative of z2 can be written as

ż2 = −1
2
ωT

g qv . (51)

Now, note that z3 = qv . Thus (51) can be rewritten as

ż2 = −1
2
ωT

g z3 . (52)

On the other hand, from the definitions of ωg , z4 , and ωd , it
follows that

ωg = − (K2z3 + z4) . (53)

Substituting (53) in (52) gives

ż2 =
1
2

(K2z3 + z4)
T z3 .

Since K2 is symmetric, it is finally possible to write

ż2 =
1
2
(
zT

3 K2z3 + zT
3 z4

)
.

From (9) and (10) the dynamics of z3 are simply given by

ż3 =
1
2

[q0ωg + S (ωg ) z3 ] . (54)

Substituting (53) in (54) yields

ż3 = −1
2

[q0 (K2z3 + z4) + S (K2z3 + z4) z3 ] . (55)

From the definition of z2 it follows that qo = z2 + 1. Thus, is
finally possible to write (55) as

ż3 = −1
2

[(z2 + 1) (K2z3 + z4) + S (K2z3 + z4) z3 ] .

The time derivative of z4 is given, from (12), by

ż4 = ω̇ − ω̇d . (56)
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Substituting (2) in (56) gives

ż4 = −S(v)Mv−S(ω)Jω−Dω(ω)ω−gω(R) + uω − ω̇d .

With the control law (13), the dynamics of z4 become

ż4 = z3 − K3z4 .

APPENDIX F

LIMIT OF ω WHEN z → 0

When z converges to zero, so does z4 , from which it is
straightforward to conclude that ω → ωd . Since

ωd = K2z3 + ωl = K2z3 + v × d/ρ

and z3 → 0, it follows that ω → ωl . Now, as it was seen, when
z → 0, it is true that Re → I from which it can be concluded
that d → [1, 0, 0]T . Thus,

lim
z→0

ω =
1
ρ
v × [1, 0, 0]T =

1
ρ

[0, w,−v]T .

APPENDIX G

POSITIVENESS OF THE FIRST COMPONENT OF E
(
vO

r

)
To show that the first component of E

(
vO

r

)
is always positive

under the assumption

Vd > Vc (57)

compute the inner product between E
(
vO

r

)
and [1, 0, 0]T

E
(
vO

r

)
· [1, 0, 0]T = E

(
vO

r

)T
[1, 0, 0]T . (58)

Taking into account (18) and (19), it is possible to rewrite (58)
as

E
(
vO

r

)
· [1, 0, 0]T = E

(
vO

r

)T E (d)

= E
(
vO

r

)T
E
(
vO

r

)
+ E (vc)

‖E (vO
r ) + E (vc)‖

. (59)

Now, as
∥∥vO

r

∥∥ = Vd , ‖vc‖ = Vc , and using the inner product
properties in (59) yields

E
(
vO

r

)
· [1, 0, 0]T =

Vd

(
Vd + Vc cos

[
� (E

(
vO

r

)
,vc)

])
‖E (vO

r ) + E (vc)‖

≥ Vd

‖E (vO
r ) + E (vc)‖

(Vd − Vc) . (60)

From (57) and (60) it follows that

E
(
vO

r

)
· [1, 0, 0]T > 0.

APPENDIX H

INDUCED ROTATION VELOCITY ωl IN THE PRESENCE

OF OCEAN CURRENTS

In the presence of currents, the rotation matrixRe is implicitly
defined by (20),

Re [Vd, 0, 0]T = vO
r (61)

where vO
r satisfies

vO
r + vc

‖vO
r + vc‖

= d. (62)

To compute the time derivative of the right-hand side of (61),
take the time derivative of both sides of (62),

d

dt

(
vO

r + vc

‖vO
r + vc‖

)
= ḋ

⇔
(
v̇O

r + v̇c

)
‖vO

r + vc‖
−

(vO
r +vc )T (v̇O

r + v̇c )√
(vO

r +vc )T (vO
r +vc )

(
vO

r + vc

)
‖vO

r + vc‖2 = ḋ. (63)

Using (62), it is possible to simplify (63), which gives

v̇O
r + v̇c − dT

(
v̇O

r + v̇c

)
d

‖vO
r + vc‖

= ḋ. (64)

The time derivative of the velocity of the ocean current, con-
sidering that this vector is constant in the inertial frame, is simply
given by

v̇c = −S (ω)vc . (65)

Let

v̇O
r = −S (ω)vO

r −
∥∥vO

r + vc

∥∥
ρ

v + αd + β1d⊥1 + β2d⊥2

(66)
where α, β1 , β2 ∈ R and d, d⊥1 , d⊥2 form a basis for R

3 , with
d⊥1 ⊥d, d⊥2 ⊥d, and d⊥1 ⊥d⊥2 . Substituting (37) (65), and (66)
in (64) yields

−S (ω)vO
r − (

∥∥vO
r + vc

∥∥/ρ)v + αd + β1d⊥1 + β2d⊥2

‖vO
r + vc‖

+
−S (ω)vc +

[
dT S (ω)vO

r

]
d + (

∥∥vO
r + vc

∥∥/ρ)
(
dT v

)
d

‖vO
r + vc‖

−
α
(
dT d

)
d + β1

(
dT d⊥1

)
d + β2

(
dT d⊥2

)
d

‖vO
r + vc‖

+

[
dT S (ω)vc

]
d

‖vO
r + vc‖

=
1
ρ

[
−v +

(
dT v

)
d
]
− S (ω)d. (67)

Since d is a unit vector, d⊥d⊥1 , and d⊥d⊥2 , (67) simplifies to

−S (ω)vO
r − (

∥∥vO
r +vc

∥∥/ρ)v + β1d⊥1 +β2d⊥2 − S (ω)vc

‖vO
r + vc‖

+

[
dT S (ω)vO

r

]
d + (

∥∥vO
r + vc

∥∥/ρ)
(
dT v

)
d

‖vO
r + vc‖

+

[
dT S (ω)vc

]
d

‖vO
r + vc‖

=
1
ρ

[
−v +

(
dT v

)
d
]
− S (ω)d. (68)

After a few more algebraic manipulations (68) simplifies to

−S (ω)vO
r + β1d⊥1 + β2d⊥2 − S (ω)vc

‖vO
r + vc‖

+

[
dT S (ω)vO

r

]
d +

[
dT S (ω)vc

]
d

‖vO
r + vc‖

= −S (ω)d. (69)
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Using (62) it follows from (69) that

β1d⊥1 + β2d⊥2 +
[
dT S (ω)vO

r

]
d +

[
dT S (ω)vc

]
d

‖vO
r + vc‖

= 0.

(70)
Since

[
dT S (ω)vO

r

]
= −

[
dT S (ω)vc

]
(70) simplifies to

β1d⊥1 + β2d⊥2

‖vO
r + vc‖

= 0. (71)

Now, as d⊥1 ⊥d⊥2 , if follows from (71) that

β1 = β2 = 0.

Thus, the time derivative of vO
r is given by

v̇O
r = −S (ω)vO

r −
∥∥vO

r + vc

∥∥
ρ

v + αd (72)

for some α ∈ R.
To compute α recall that vO

r is a vector with constant norm.
Therefore, (

vO
r

)T
v̇O

r = 0. (73)

Substituting (72) in (73) yields

(
vO

r

)T

[
−S (ω)vO

r −
∥∥vO

r + vc

∥∥
ρ

v + αd

]
= 0

⇔ −
(
vO

r

)T
S (ω)vO

r

−
∥∥vO

r + vc

∥∥
ρ

(
vO

r

)T
v + α

(
vO

r

)T
d = 0. (74)

Since xT S (y)x = 0, ∀x,y ∈ R
3 , it follows from (74) that

α =

∥∥vO
r + vc

∥∥
ρ

(
vO

r

)T v

(vO
r )T d

.

Note that α is well defined as
(
vO

r

)T d is strictly positive. This
can be easily seen as(

vO
r

)T
d = vO

r · d

= E
(
vO

r

)
· E (d)

= E
(
vO

r

)
· [1, 0, 0]T

which was seen to be strictly positive in Appendix G. The time
derivative of vO

r can then be written as

v̇O
r = −S (ω)vO

r −
∥∥vO

r + vc

∥∥
ρ

[
v −

(
vO

r

)T v

(vO
r )T d

d

]
. (75)

Finally, using Lagrange’s formula (75) can be rewritten as

v̇O
r = S

(
−ω −

∥∥vO
r + vc

∥∥
V 2

d ρ
vO

r ×
[
v −

(
vO

r

)T v

(vO
r )T d

d

])
vO

r .

(76)
Indeed, expanding (76) yields

v̇O
r = −

∥∥vO
r + vc

∥∥
V 2

d ρ

(
vO

r ×
[
v −

(
vO

r

)T v

(vO
r )T d

d

])
× vO

r

− S (ω)vO
r . (77)

Using Lagrange’s formula

a × (b × c) = (a · c)b − (a · b) c ∀a, b, c∈R3

it is possible to rewrite (77) as

v̇O
r = −

∥∥vO
r + vc

∥∥
V 2

d ρ

(
vO

r · vO
r

) [
v −

(
vO

r

)T v

(vO
r )T d

d

]

− S (ω)vO
r

= −S (ω)vO
r −

∥∥vO
r + vc

∥∥
ρ

[
v −

(
vO

r

)T v

(vO
r )T d

d

]

which is identical to (75).
Following the same steps as in Appendix B, the time deriva-

tive of the rotation matrix Re is given by

Ṙe = S (ωg )Re

where

ωg := −ω + ωl

with

ωl := −
∥∥vO

r + vc

∥∥
V 2

d ρ
vO

r ×
[
v −

(
vO

r

)T v

(vO
r )T d

d

]
.

APPENDIX I

GAS WITH KNOWN OCEAN CURRENTS

The proof of the convergence of the error variables z1 , z3 , and
z4 follows the same steps of Theorem 1 and is therefore omitted.
The main difference that results from the presence of known
ocean currents is concerned with the proof of the convergence
to zero of the sway and heave relative velocities.

When z4 converges to zero, it is easy to see that ω converges
to ωd , which is given by

ωd = K2z3 + ωl .

Now, as z3 converges to zero, it follows that ω converges to ωl ,
given in this case by

ωl = −
∥∥vO

r + vc

∥∥
V 2

d ρ
vO

r ×
[
v −

(
vO

r

)T v

(vO
r )T d

d

]
. (78)

Using the same reasoning as in Theorem 1, it is easily concluded
that when z converges to zero, Re converges to an identity
matrix. Thus, it follows from (20) that

lim
z→0

vO
r = Vd


 1

0
0


 = vR . (79)

Let vlr denote the relative lateral velocity of the vehicle, i.e.,

vlr =


 0

vr

wr


 .

Authorized licensed use limited to: UNIVERSIDADE TECNICA DE LISBOA. Downloaded on July 8, 2009 at 17:42 from IEEE Xplore.  Restrictions apply.



714 IEEE TRANSACTIONS ON ROBOTICS, VOL. 25, NO. 3, JUNE 2009

Then, the velocity of the vehicle relative to the inertial frame
can be written as

v =


ur

0
0


+ vlr + vc .

Now, as when z1 converges to zero it so happens that ur con-
verges to Vd , it can be written

lim
z→0

v =


Vd

0
0


+ vlr + vc = vR + vlr + vc . (80)

Substituting (62), (79), and (80) in (78) and simplifying, yields

lim
z→0

ω = −‖vR + vc‖
V 2

d ρ
vR × vlr

= −‖vR + vc‖
Vdρ

[1, 0, 0]T × [0, vr , wr ]

=
‖vR + vc‖

Vdρ


 0

wr

−vr


 .

Following the same steps as in Theorem 1, the dynamics of
the sway and heave relative velocities can now be written as the
LTVS [

v̇r

ẇr

]
= A(t)

[
vr

wr

]
+ d(t)

driven by a vanishing disturbance, where (A(t)), as shown at
the bottom of this page.

Since it was assumed that Vd > Vc , it follows that

‖vR + vc‖ < 2Vd.

The reasoning used in Theorem 1 to conclude that the sway and
heave velocities converge to zero is now used in conjunction
with Assumption (23), which concludes the proof.

APPENDIX J

PROOF OF CONVERGENCE OF THE SWAY AND HEAVE

VELOCITIES FOR NONDIAGONAL MASS MATRICES

This section shows that, for nondiagonal mass matrices

M =


m11 m12 m13

m12 m22 m23
m13 m23 m33




if in addition to the previous assumptions,

Rmin

>max
(

max (2m12 ,m12+m13)
Y|v |v

,
max (m12+m13 , 2m13)

Z|w |w

)

(81)

is satisfied, then the sway and heave velocities still converge to
zero in the absence of ocean currents. The proof for the case
of constant unknown ocean currents is similar and therefore
omitted.

Note that, in the proof of Theorem 1, this is the only step
that is dependent on the particular structure of the mass matrix.
Thus, in the conditions of Theorem 1, it is already known that z
converges to zero, u converges to Vd , and

lim
z→0

ω =
1
ρ

[0, w,−v]T .

Thus, u can ω can be written as

u = Vd + z1 (82)

and

ω =
1
ρ

[0, w,−v]T + ε (83)

where z1 and ε converge to zero.
Let

M2 =
[

m22 m23
m23 m33

]
, M12 =

[
m12
m13

]
, and B =

[
1 0
0 1

]
.

The dynamics of the sway and heave velocities are given by

M2 ż5 = −BS (ω)Mv − BDv(v)v − u̇M12 (84)

where

z5 =
[

v
w

]
.

With the control law (11), u̇ = −k1z1 . Thus, (84) may be rewrit-
ten as

M2 ż5 = −BS (ω)Mv − BDv(v)v + k1z1M12 . (85)

Consider the Lyapunov-like function

V5 =
1
2
zT

5 M12z5 .

Straightforward computations yield, using (82), (83), and (84),

V̇5 = −
(

Yv − m11

ρ
Vd

)
v2 −

(
Zw − m11

ρ
Vd

)
w2

−
(

Y|v |v |v| −
m12

ρ
v

)
v2 +

(
Z|w |w |w| − m13

ρ
w

)
w2

− m12

ρ
w2v − m13

ρ
v2w

− zT
5 BS (ε)MBT z5 +

m11

ρ
z1zT

5 z5

+ (z1 + Vd)bv
T MS (ε)BT z5 . (86)

A(t) =



−

Yv + Y|v |v |vr | − mu

ρ ‖vR + vc‖
mv

mw

mv
p

−mv

mw
p −

Zw + Z|w |w |wr | − mu

ρ ‖vR + vc‖
mw


 .
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From (86) it is easy to conclude that an upper bound for V̇5 is
given by

V̇5 ≤ −
(

Yv − m11

Rmin
Vd

)
v2 −

(
Zw − m11

Rmin
Vd

)
w2

−
(

Y|v |v − m12

Rmin

)
|v|v2 +

(
Z|w |w − m13

Rmin

)
|w|w2

+
m12

Rmin
w2 |v| + m13

Rmin
v2 |w|

+
(

σmax (M) ‖ε‖ +
m11

Rmin
|z1 |

)
‖z5‖2

+ (Vdσmax (M) ‖ε‖ + σmax (M) |z1 | ‖ε‖) ‖z5‖ . (87)

Note that

m12

Rmin
w2 |v| + m13

Rmin
v2 |w| ≤ |v||w|

(
m12

Rmin
|w| + m13

Rmin
|v|
)

≤ max {m12 ,m13}
Rmin

max3 {|v|, |w|} .

(88)

Using (88) in (87) yields

V̇5 ≤ −
(

Yv − m11

Rmin
Vd

)
v2 −

(
Zw − m11

Rmin
Vd

)
w2

−
(

Y|v |v − m12

Rmin

)
|v|v2 +

(
Z|w |w − m13

Rmin

)
|w|w2

+
max {m12 ,m13}

Rmin
max3 {|v|, |w|}

+
(

σmax (M) ‖ε‖ +
m11

Rmin
|z1 |

)
‖z5‖2

+ (Vdσmax (M) ‖ε‖ + σmax (M) |z1 | ‖ε‖) ‖z5‖ . (89)

Under Assumptions (14) and (81), it is possible to rewrite (89)
as

V̇5 ≤ − Cvv2 − Cw w2 − C|v |v |v|3 − C|w |w |w|3

+
(

σmax (M) ‖ε‖ +
m11

Rmin
|z1 |

)
‖z5‖2

+ (Vdσmax (M) ‖ε‖ + σmax (M) |z1 | ‖ε‖) ‖z5‖ , (90)

where

Cv := Yv − m11

Rmin
Vd > 0

Cw := Zw − m11

Rmin
Vd > 0

C|v |v := Y|v |v − m12

Rmin
− max {m12 ,m13}

Rmin
> 0

C|w |w := Z|w |w − m13

Rmin
− max {m12 ,m13}

Rmin
> 0.

Let C1 := min {Cv ,Cw}, C2 := min
{
C|v |v , C|w |w

}
, C3 :=

max {σmax (M) ,m11/Rmin}, C4 := Vdσmax (M), C5 :=

σmax (M), and

ul =
[

z1
ε

]
.

Then,

V̇5 ≤ −C1 ‖z5‖2 − C2
(
|v|3 + |w|3

)
+ C3 ‖ul‖ ‖z5‖2 +

(
C4 ‖ul‖ + C5 ‖ul‖2

)
‖z5‖ (91)

is an upper bound for (90). Let 0 < γ < 1. Then, it is possible
to rewrite (91) as

V̇5 ≤ −C1 (1 − γ) ‖z5‖2

− γC1 ‖z5‖2 − C2
(
|v|3 + |w|3

)
+ C3 ‖ul‖ ‖z5‖2

+
(
C4 ‖ul‖ + C5 ‖ul‖2

)
‖z5‖ . (92)

Now, using ‖z5‖ ≤
√

2 ‖z5‖∞ and ‖ul‖ ≤ 2 ‖ul‖∞ , it is pos-
sible to further write, from (92),

V̇5 ≤ −C1 (1 − γ) ‖z5‖2

− γC1 ‖z5‖2 − C2
(
|v|3 + |w|3

)
+ 4C3 ‖ul‖∞ ‖z5‖2

∞

+
(
2
√

2C4 ‖ul‖∞ + 4
√

2C5 ‖ul‖2
)
‖z5‖∞ . (93)

Now, note that (93) can be rewritten as

V̇5 ≤ −C1 (1 − γ) ‖z5‖2

− γC1 ‖z5‖∞

[
‖z5‖∞−

(
2
√

2C4

γC1
‖ul‖∞+

4
√

2C5

γC1
‖ul‖2

)]

− C2 ‖z5‖2
∞

(
‖z5‖∞ − 4C3

C2
‖ul‖∞

)
from which follows that

V̇5 ≤ −C1 (1 − γ) ‖z5‖2 ∀‖z5 ‖∞>s(‖u l ‖∞) (94)

where

s(‖ul‖∞) = max

{
4C3

C2
,

(
2
√

2C4

γC1
+

4
√

2C5

γC1
‖ul‖

)}
‖ul‖∞

is a class K function. Since, in addition to (94), V5 satisfies

1
2
σmin (M2) ‖z5‖2

∞ ≤ V5 ≤ σmax (M2) ‖z5‖2
∞

it follows that the dynamic system (85) is ISS with ul as input.
Since ul converges to zero, it follows that so do the sway and
heave velocities.
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