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Abstract

The paper addresses the problem of estimating the position of an underwater target in real time. In the scenario adopted, the target

carries a pinger that emits acoustic signals periodically, as determined by a very high precision clock that is synchronized with GPS, prior

to system deployment. The target is tracked from the surface by using a system of four buoys equipped with hydrophones and electronic

circuitry that measures the times of arrival of the acoustic signals emitted by the pinger or, equivalently, the four target-to-buoy range

measurements (a commercial version of this setup is the GIB system). Due to the finite speed of propagation of sound in water, these

measurements are obtained with different latencies. The paper tackles the problem of underwater target tracking in the framework of

extended Kalman filtering by relying on a purely kinematic model of the target. The paper further shows also how the differently delayed

measurements can be merged using a back and forward fusion approach. A measurement validation procedure is introduced to deal with

dropouts and outliers. Simulation as well as experimental results illustrate the performance of the filter proposed.

r 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

The last decade has witnessed the emergence of Ocean
Robotics as a major field of research. Remotely operated
vehicles (ROVs) and, more recently, autonomous under-
water vehicles (AUVs) have shown to be extremely
important instruments in the study and exploration of
the oceans. Free from the constraints of an umbilical cable,
AUVs are steadily becoming the tool par excellence to
acquire marine data on an unprecedented scale and, in the
future, to carry out interventions in undersea structures.
Central to the operation of these vehicles is the availability
of accurate navigation and positioning systems. The first
provide measurements of the angular and linear position of
a vehicle and are therefore crucial to platform stabilization
and control. The latter include, but are not restricted to,
systems that are designed with the sole purpose of tracking
e front matter r 2006 Elsevier Ltd. All rights reserved.
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the evolution of an underwater platform from a surface
ship. There is a clear connection between the two systems,
for the latter can be used to complement information
provided by a navigation system resident on-board the
vehicle when a reliable acoustic communications link can
be established between the surface and the underwater
units. This paper focuses on the positioning problem
defined above.
The fact that electromagnetic signals do not penetrate

below the sea surface makes the GPS unsuitable for
underwater positioning. Hence, alternative solutions must
be sought. The good propagation characteristics of sound
waves in water makes acoustic positioning a viable
solution.
Classical approaches to underwater vehicle positioning

include long baseline (LBL) and short baseline (SBL)
systems, to name but a few. See Jouffroy and Opderbecke
(2004), Kinsey and Whitcomb (2003), Larsen (2001),
Leonard, Bennett, Smith, and Feder (1998), Milne (1983),
Vaganay, Bellingham, and Leonard (1996), and the
references therein for an introduction to this challenging
area. More recently, a number of methods have been

www.elsevier.com/locate/conengprac
dx.doi.org/10.1016/j.conengprac.2006.04.001
mailto:alexblau@isr.ist.utl.pt
mailto:antonio@isr.ist.utl.pt


ARTICLE IN PRESS

Fig. 1. The GIB system.
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proposed to ‘‘reproduce’’ the idea of GPS in the under-
water environment. In Youngberg (1992) an underwater
GPS concept was introduced. The system consists of
surface buoys equipped with DGPS receptors that broad-
cast satellite information underwater, via acoustic tele-
metry. The underwater platform receives these messages
from the buoys and computes its own position locally. Due
to the technical difficulties inherent to acoustic commu-
nications, and as far as the authors are aware, this concept
has not yet materialized in the form of a commercial
product.

A different, yet related approach to acoustic underwater
positioning has actually been implemented and is available
commercially: the so-called GPS intelligent buoy (GIB)
system (ACSA, 1999; Thomas, 1998). This system consists
of four surface buoys equipped with DGPS receivers and
submerged hydrophones. Each of the hydrophones receives
the acoustic impulses emitted periodically by a synchro-
nized pinger installed on-board the underwater platform
and records their times of arrival (TOA). As explained later
in Section 7, the depth of the target is also available from
the GIB system by coding that info in the acoustic emission
pattern. The buoys communicate via radio with a central
station (typically on-board a support vessel) where the
position of the underwater target is computed. Due to
the fact that position estimates are only available at the
central station, this system is naturally suited for tracking
applications.

Motivated by the latter approach to acoustic position-
ing, this paper addresses the general problem of estimating
the position of an underwater target given a set of range
measurements from the target to known buoy locations.
Classically, this problem has been solved by resorting to
triangulation techniques (Henry, 1978), which require that
at least three range measurements be available at the end of
each acoustic emission–reception cycle. This is hardly
feasible in practice, due to unavoidable communication
and sensor failures. It is therefore of interest to develop an
estimator structure capable of dealing with the case where
the number of range measurements available is time-
varying. The paper shows how this problem can be
tackled in the framework of extended Kalman filtering
(EKF), whereby four vehicle-to-buoy range measurements
drive a filter that relies on a simple kinematic model of the
underwater target.

It is important to recall that due to the finite speed of
propagation of sound in water, the range measurements are
obtained at the buoys with different latencies. To overcome
this problem, the paper shows how the differently delayed
measurements can be merged in an EKF setting by
incorporating a back and forward fusion approach.
Simulation as well as experimental results illustrate the
performance of the filter proposed.

The paper is organized as follows. Section 2 describes the
problem of underwater target positioning and introduces
the relevant process and measurement models. Based on
the models derived, Section 3 computes the matrices that
are essential to the mechanization of a solution to the
positioning problem in terms of an EKF. Section 4 shows
how the EKF structure can be changed to accommodate
latency in the measurements. Section 5 describes the
acoustic validation and initialization procedures that were
implemented for actual algorithm implementation. Simula-
tion and experimental results that illustrate the perfor-
mance of the filter proposed are discussed in Sections 6
and 7. Finally, Section 8 contains the main conclusions
and describes challenging problems that warrant further
research.

2. Problem statement. Filter design models

Consider an earth fixed reference frame fOg:¼fX 0;
Y 0;Z0g and four (possibly drifting) buoys at the
sea surface with submerged hydrophones at positions
½xhiðtÞ yhiðtÞ zhiðtÞ�

T; i ¼ 1; . . . ; 4 as depicted in Fig. 1.
For simplicity of presentation, we restrict ourselves to the
case where the target moves in a plane at a fixed known
depth zpðtÞ. Its position in the earth fixed frame is therefore
given by vector ½xðtÞ yðtÞ zpðtÞ�

T. The problem considered
in this paper can then be briefly stated as follows: obtain
estimates ½x̂ðtÞ ŷðtÞ�T of the target position based on
information provided by the buoys, which compute the
travel time of the acoustic signals emitted periodically by a
pinger installed onboard the underwater platform. The
solution derived can be easily extended to the case where
the target undergoes motions in three-dimensional space.

2.1. Target (process) model

In what follows we avoid writing explicitly the dynamical
equations of the underwater target being tracked and rely
on its kinematic equations of motion only. Thus, a general
solution for target positioning is obtained that fits different
kinds of moving bodies such as AUVs, ROVs, divers, or
even marine mammals.
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The following notation will be used in the sequel: V is
the total velocity of the vehicle in fOg, c denotes the angle
between vector V and X 0, and r is the derivative of c (see
Fig. 2). Notice that the case where the target moves in
three-dimensional space can be cast in the framework
adopted in this paper if the depth coordinate can be
measured independently. Under these circumstances, V

should be re-interpreted as the projection of the total
velocity vector on its two first components. Given a
continuous-time variable uðtÞ, uðtkÞ denotes its values taken
at discrete instants of time tk ¼ kh; k 2 Zþ, where h40
denotes the sampling interval. For reasons that will become
evident later, it is not convenient to introduce the standard
abbreviation uðkÞ for uðtkÞ. Simple arguments lead to the
discrete-time kinematic model for the target

xðtkþ1Þ ¼ xðtkÞ þ hV ðtkÞ coscðtkÞ;

yðtkþ1Þ ¼ yðtkÞ þ hV ðtkÞ sincðtkÞ;

V ðtkþ1Þ ¼ V ðtkÞ þ wvðtkÞ;

cðtkþ1Þ ¼ cðtkÞ þ hrðtkÞ þ wcðtkÞ;

rðtkþ1Þ ¼ rðtkÞ þ wrðtkÞ;

8>>>>>><
>>>>>>:

(1)

where the inclusion of the angular rate equation for rðtkÞ

captures the fact that the target undergoes motions in c
that are not measured directly and are thus assumed to be
unknown. The process noises wvðtkÞ, wcðtkÞ, and wrðtkÞ are
assumed to be stationary, independent, zero-mean, and
Gaussian, with constant standard deviations sv, sc, and sr,
respectively. The above model can be written as a linear
parametrically varying system of the form

xðtkþ1Þ ¼ f ðxðtkÞ;wðtkÞÞ

¼ AðxðtkÞÞxðtkÞ þ LwðtkÞ, ð2Þ
x

y

X0

Y0

{O}

V

�

Fig. 2. Target model.
where

xðtkÞ ¼ ½xðtkÞ yðtkÞ V ðtkÞ cðtkÞ rðtkÞ�
T, ð3Þ

wðtkÞ ¼ ½wvðtkÞ wcðtkÞ wrðtkÞ�
T, ð4Þ

AðxðtkÞÞ ¼

1 0 h coscðtkÞ 0 0

0 1 h sincðtkÞ 0 0

0 0 1 0 0

0 0 0 1 h

0 0 0 0 1

2
666666664

3
777777775
,

L ¼

0 0 0

0 0 0

1 0 0

0 1 0

0 0 1

2
666666664

3
777777775
, ð5Þ

and

E½wðtkÞw
TðtkÞ�9Q ¼

s2v 0 0

0 s2c 0

0 0 s2r

2
664

3
775. (6)

2.2. Measurement model

In the setup adopted for vehicle positioning the under-
water pinger carries a high precision clock that is
synchronized with those of the buoys (and thus with
GPS) prior to target deployment. The pinger emits an
acoustic signal every T seconds, at precisely known
instants of time. To avoid a proliferation of symbols, only
one period of interrogation will be examined in detail, the
extension to the full time interval being trivial. See Fig. 3.
Let s (at the beginning of an interrogation cycle) denote an
arbitrary time at which the pinger emits a signal. In
response to this excitation, the buoys i; i ¼ 1; . . . ; 4
compute their distances di to the underwater unit at times
riXs; ri ¼ sþNih, where

diðsÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxhi � xðsÞÞ2 þ ðyhi � yðsÞÞ2 þ ðzhi � zpÞ

2
q

(7)
t

ri rj rm

Emissiontime

Receptiontimes

s s + T

h

Fig. 3. Delayed observations. An acoustic pulse is generated at emission

time s and observations computed at later times r1; . . . ; rm.
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and Ni is the time it takes for the acoustic signal to reach
buoy i, modulo the sampling interval h. In the above
equation, x and y denote the horizontal coordinates of the
pinger at time s. In general, the argument of xhi; yhi;xhi is s.
If the buoys are moored and approximately stationary,
then the dependence on s vanishes. In what follows, it is
assumed that maxi NihpT , that is, all the receptions at the
buoys arrive during an interrogation cycle.

Notice that the Ni’s are not necessarily ordered by
increasing order of magnitude, since they depend on the
distance of each of the buoys to the target. Notice also that
even though zi ¼ ziðsÞ refers to time s, its value can only be
accessed at time ri4s. It is therefore convenient to define
z̄iðriÞ ¼ ziðri �NihÞ ¼ ziðsÞ, that is, z̄iðriÞ is the measure-
ment of ziðsÞ obtained at a later time ri. With the above
notation, the model adopted for the noisy measurements
ziðsÞ of diðsÞ is

ziðsÞ ¼ diðsÞ þ ð1þ ZdiðsÞÞviðsÞ, (8)

where viðsÞ is a stationary, zero-mean, Gaussian white noise
process with constant standard deviation si. It is assumed
that viðsÞ and vjðsÞ are independent for iaj. The constant
parameter Z captures the fact that the measurement error
increases as the range di grows.

The full set of available measurements available over an
acoustic emission cycle can vary from 0 to 4, depending on
the conditions of the acoustic channel. Mathematically, the
set of 0pmp4 measurements can be written as

zmðsÞ9C½z1ðsÞ � � � z4ðsÞ�
T, (9)

where C : R4! Rm denotes the operator that extracts the
m entries in ½z1ðsÞ � � � z4ðsÞ�

T that are actually available and
orders them according to the time-sequence at which they
are computed at the buoys. Missing entries are simply
ignored. Again, it is important to emphasize that even
though the information contained in zmðsÞ refers to time s,
it is available in a scattered manner over the interrogation
cycle. For clarity of exposition it is convenient to introduce
the vector zpðsÞ; ppm that is obtained from zmðsÞ by
keeping its first p components. It is also convenient to
define

vmðsÞ9C½v1ðsÞ � � � v4ðsÞ�
T, ð10Þ

Rm9E½vmðsÞvmT ðsÞ� ¼ diagfC½s1 � � � s4�Tg. ð11Þ

3. Extended Kalman filter design

In preparation for the development that follows,
consider for the time being the ‘‘ideal’’ situation where all
or part of the m measurements obtained over an
interrogation cycle are available at the corresponding
interrogation time s, as condensed in vector zpðsÞ; ppm.
The procedure adopted to lift this assumption will become
clear later. In this case, given the nonlinear process and the
observation models given by (1) and (8), respectively it is
simple to derive an EKF structure to provide estimates of
positions xðkÞ and yðkÞ based on measurements zpðsÞ, where
s denotes an arbitrary interrogation time. The details are
omitted; see, for example, Anderson and Moore (1979) and
the references therein. Following standard practice, the
derivation of an EKF for the design model (2) builds on the
computation of the following Jacobian matrices about
estimated values x̂ðtkÞ of the state vector xðtkÞ; tk ¼ s; sþ
h; . . . ; sþ T :

Âðx̂ðtkÞÞ ¼
qf ðx;wÞ

qx

����
x̂ðtkÞ

; L̂ðx̂ðtkÞÞ ¼
qf ðx;wÞ

qw

����
x̂ðtkÞ

, ð12Þ

Ĉðx̂ðsÞÞ ¼
qzp

qx

����
x̂ðsÞ

; D̂ðx̂ðsÞÞ ¼
qz
qv

p����
x̂ðsÞ

. ð13Þ

Notice that the matrices Ĉðx̂ðsÞÞ (abbv. ĈðsÞ) and D̂ðx̂ðsÞÞ

(abbv. D̂ðsÞ) are only computed at t ¼ s, that is, at the
beginning of the interrogation cycle. It is straightforward
to compute

Âðx̂ðtkÞÞ ¼

1 0 h cosðĉðtkÞÞ �hV̂ ðtkÞ sinðĉðtkÞÞ 0

0 1 h sinðĉðtkÞÞ hV̂ ðkÞ cosðĉðtkÞÞ 0

0 0 1 0 0

0 0 0 1 h

0 0 0 0 1

2
6666664

3
7777775

(14)

and L̂ ¼ L. Furthermore, by defining

Ĉiðx̂ðsÞÞ ¼ �
1

ẑiðsÞ
ðxhi � x̂ðsÞÞ �

1

ẑiðsÞ
ðyhi � ŷðsÞÞ 0 0 0

� �

(15)

with

ẑiðsÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðxhi � x̂ðsÞÞ2 þ ðyhi � ŷðsÞÞ2 þ ðzhi � zpÞ

2
q

(16)

and

D̂iðx̂ðsÞÞ ¼ 1þ ZẑiðsÞ, (17)

it follows that

Ĉðx̂ðsÞÞ ¼ stackp
fĈjðx̂ðsÞÞg (18)

where stackp denotes the operation of stacking p row
matrices Ĉjðx̂ðsÞÞ; j ¼ 1; . . . ; p by re-ordering the sequence
of sub-indices j to match the sequence in zpðsÞ. For
example, if the distances measured by buoys 1; 2, and 3
are obtained according to the sequence 1; 3; 2, then

Ĉðx̂ðsÞÞ ¼

Ĉ1ðx̂ðsÞÞ

Ĉ3ðx̂ðsÞÞ

Ĉ2ðx̂ðsÞÞ

2
64

3
75. (19)

Similarly,

D̂ðx̂ðsÞÞ ¼ diagp
fD̂iðx̂ðsÞg, (20)

where the elements of the p� p diagonal matrix D̂ðx̂ðsÞÞ are
ordered in an analogous manner. Note that the dimensions
of ĈðsÞ and D̂ðsÞ vary according to the number of
measurements that are available at time s.
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zi(ri)

zj(rj)

x+(s);z1(s)

x+(s);z2(s)

x(s)
x(ri)

x(ri) x(rj)

x(rj)

x(s+T)

Fig. 4. Back and forward fusion approach. The solid line denotes the

availability of real time outup filter data.
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The matrices Aðx̂ðtkÞÞ and Âðx̂ðtkÞÞ defined before have
the following important property that will be used later.

Property 1. Given any nonzero positive integer N, define

a1 ¼ a1ðN; tkÞ 9
PN
l¼0

cosðĉðtkÞ þ lr̂ðtkÞÞ;

a2 ¼ a2ðN; tkÞ 9
PN
l¼0

sinðĉðtkÞ þ lr̂ðtkÞÞ;

b1 ¼ b1ðN; tkÞ 9
PN
l¼0

l cosðĉðkÞ þ lr̂ðkÞÞ;

b2 ¼ b2ðN; tkÞ 9
PN
l¼0

l sinðĉðkÞ þ lr̂ðtkÞÞ:

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

(21)

Then it can be shown that

Ûðtk þNh; tkÞ9
YN
l¼0

Âðx̂ðtk þ lhÞÞ

¼

1 0 ha1 �hV̂ ðtkÞa2 �hV̂ ðtkÞb1

0 1 ha2 hV̂ ðtkÞa1 hV̂ ðtkÞb2

0 0 1 0 0

0 0 0 1 hN

0 0 0 0 1

2
666666664

3
777777775

ð22Þ

and

Uðtk þNh; tkÞ9
YN
l¼0

Aðx̂ðtk þ lhÞÞ

¼

1 0 ha1 0 0

0 1 ha2 0 0

0 0 1 0 0

0 0 0 1 hN

0 0 0 0 1

2
666666664

3
777777775
. ð23Þ

For N ¼ 0,

Ûðtk; tkÞ ¼ Uðtk; tkÞ9I. (24)

4. Fusing delayed measurements with the EKF

In the previous section it was assumed that all buoy
measurements are available at time s, when the interroga-
tion cycle starts. This unrealistic assumption must be lifted
in view of the variable time-delay affecting each buoy
measurement. The question then arises as to how delayed
measurements can be naturally incorporated into an
EKF structure. The reader will find in Larsen, Poulsen,
Andersen, and Ravn (1998) a survey of different methods
proposed in the literature to fuse delayed measurements in
a linear Kalman filter structure. In Larsen et al. (1998), a
new method is also presented that relies on ‘‘extrapolating’’
the measurement of a variable obtained with latency to
present time, using past and present estimates of the
Kalman filter. The problem tackled in this paper differs
from that studied in Larsen et al. (1998) in two main
aspects: the underlying estimation problem is nonlinear,
and the components of the output vector that refers to s are
accessible with different latencies. As shown below, this
problem can be addressed using a back and forward fusion
approach which recomputes the filter estimates every time
a new measurement is available, as depicted in Fig. 4. The
computational complexity involved in the algorithm
derived is drastically reduced by resorting to Property 1.
In this work the estimator runs at a sampling period h

typically much smaller than T , the interrogation period of
the underwater pinger. As before, let s be an arbitrary
instant of time at which the underwater pinger emits an
acoustic signal and let ipm be the buoy that first receives
this signal at time ri ¼ sþNih. Further, let z̄iðriÞ be the
corresponding distance. Up until time ri no new measure-
ments are available, and a pure state and covariance
prediction update are performed using the EKF setup
described before, leading to the predictor

x̂ðtkþ1Þ ¼ Aðx̂ðtkÞÞx̂ðtkÞ, ð25Þ

Pðtkþ1Þ ¼ Âðx̂ðtkÞÞPðtkÞÂ
T
ðx̂ðtkÞÞ þ L̂QL̂

T
ð26Þ

with tk ¼ s; sþ h; . . . ; ri, where x̂ðtkÞ and PðtkÞ are the state
prediction and the error prediction covariance, respec-
tively. Upon reception of the first measurement z̄iðriÞ

available during the interrogation cycle, and assuming that
the state x̂ðsÞ and covariance PðsÞ at time s have been
stored, it is possible to go back to that initial time
and perform a filter state and covariance update as if the
measurement z̄iðriÞ were in fact available at time s.
Using the notation introduced before with p ¼ 1 and
zpðsÞ ¼ z̄iðriÞ, it is straightforward to compute the update
equations

x̂
þ
ðsÞ ¼ x̂ðsÞ þ KðsÞ½zpðsÞ � ẑ

p
ðsÞ�, ð27Þ

PþðsÞ ¼ PðsÞ � PðsÞĈ
T
ðsÞ

�½ĈðsÞPðsÞĈ
T
ðsÞ þ D̂ðsÞRpD̂

T
ðsÞ��1ĈðsÞPðsÞ, ð28Þ

KðsÞ ¼ PþðsÞĈ
T
ðsÞ½D̂ðsÞRpD̂

T
ðsÞ��1, ð29Þ

where ẑ
p
ðsÞ denotes the estimate of z̄pðsÞ obtained in the

previous interrogation cycle. A new prediction cycle
can now be done moving forward in time until a new
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measurement zj is available. This is done using (25)–(26)
and starting with the updated states and covariance found
in (27)–(28). Due to Property 1, this prediction can be
expressed in a computationally simple form. Let rj ¼

sþNjh be the time step at which measurement z̄jðrjÞ is
received. Then, the prediction cycle from s to rj can be
computed in closed form as

x̂ðrjÞ ¼ Uðrj ; sÞx̂
þ
ðsÞ, ð30Þ

PðrjÞ ¼ Ûðrj ; sÞP
þðsÞÛ

T
ðrj ; sÞ

þ
XNj�1

l¼0

Ûðsþ lh; sÞLQLTÛ
T
ðsþ lh; sÞ. ð31Þ

Again, upon computation of measurement z̄jðrjÞ, it is
possible to go back to time s and perform a filter state and
covariance update as if measurements z̄iðriÞ and z̄jðrjÞ were
available at s. This is done using Eqs. (27)–(28), with
the one-dimensional vector z1ðsÞ replaced by z2ðsÞ ¼

½z̄iðriÞ; z̄jðrjÞ�
T and matrices ĈðsÞ, D̂ðsÞ, and R2 re-computed

accordingly. This back and forward structure proceeds until
the m measurements available over an interrogation cycle
(starting at s and ending at sþ T) are dealt with. The
procedure is then repeated for each interrogation cycle.
The overall structure of the algorithm proposed is depicted
in Fig. 4.
n

Multiple LS Triangulations

OK?

EKF

OK?

EKF and Measurements
Validation

y

n

Start

y

EKF Initialization

Fig. 5. Measurement validation and initialization procedures.
5. Measurement validation and EKF initialization

In preparation for actual tests of the GIB-based system
at sea, this section discusses practical issues that warrant
careful consideration. As is well known, the implementa-
tion of any acoustic positioning system requires that
mechanisms be developed to deal with dropouts and
outliers that arise due to acoustic path screening, partial
system failure, and multipath effects. See, for example,
Vaganay, Leonard, and Bellingham (1996) and the
references therein for an introduction to this circle of ideas
and for an interesting application to AUV positioning
using a LBL system. In the case of the GIB system, the
problem is further complicated because of the mechanism
that is used to transmit the depth of the target. In fact, the
pinger onboard the vehicle emits two successive acoustic
pulses during each emission cycle, the time delay between
the two pulses being proportional to the pinger depth.
Ideally, the data received at each buoy during each
emission cycle consists of two successive pulses only. In
practice, a number of pulses may be detected (even though
the GIB system only provides 3) depending on the
‘‘quality’’ of the acoustic channel. For example, the data
received may correspond to a number of situations that
include the following or a combination thereof: (i) only the
first pulse is received—a valid range measurement is
acquired but the depth info is not updated, (ii) only the
second pulse is received—data contains erroneous informa-
tion, and (iii) a single pulse is received as a consequence of
multipath effects—data may be discarded or taken into
consideration if a model for multipath propagation is
available.
In the present case, following the general strategy

outlined in Vaganay, Leonard et al. (1996), a two-stage
procedure was adopted that includes a time-domain as well
as a spatial-domain validation. Time-domain validation is
done naturally in an EKF setting by examining the
residuals associated with the measurements (i.e., the
difference between predicted and measured values as they
arrive), and discarding the measurements with residuals
that exceed a certain threshold. In this work the threshold
is fixed and chosen before system deployment, according to
the quality of the acoustic channel. We remark that there is
a great potential for the inclusion of a time-varying
threshold to improve the performance and robustness of
the time-domain validation strategy. See, for example, Bar-
Shalom and Fortmann (1988), Mili, Cheniae, Vichare, and
Rousseeuw (1996), and the references therein for a lucid
presentation of the circle of ideas that can be exploited in
future work.
During system initialization, or when the tracker is not

driven by valid measurements over an extended period
of time, a spatial-domain validation is performed to
overcome the fact that the estimate of the target position
may become highly inaccurate. This is done via an
initialization algorithm that performs multiple least
squares (LS) triangulations based on all possible scenarios
compatible with the set of measurements received and
selects the solution that produces the smallest residuals.
The diagram in Fig. 5 depicts the complete procedure for

measurement validation. In an initialization scenario, or
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whenever a filter reset occurs, the multiple triangulation
algorithm is performed until a valid solution is obtained,
that is, until the residuals of the resulting set of measure-
ments are less than a certain threshold. Once a valid
position fix is obtained, the EKF is initialized and a
procedure that relies on the EKF estimates and a priori
information about the vehicle’s maximum speed and noise
characteristics selects the valid measurements. The EKF
will be reset if the residuals become bigger than a threshold
or if the duration of a pure prediction phase (that is, the
time window during which no validated measurements are
available) lasts too long.

For the sake of clarity, Fig. 6 is included here to show
the type of raw and validated measurements that are
obtained during real operations at sea. See Section 7 for a
Fig. 6. Times of arrival (TOA) of acoustic pulses at one buoy. Zero values

indicate that data were not available. Depth information is coded in the

time between two consecutive pulses in each emission cycle.
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Fig. 7. Left: simulated and estimated AUV traje
description of the tests where four buoys and an under-
water pinger were deployed. At this point, however, it is
sufficient to bring attention to some interesting details on
the TOA of the acoustic pulses at one of the buoys, during
an interrogation cycle. The vertical scale is in milliseconds
to stress the fact that the buoy computes its distance to the
pinger indirectly, by measuring the time-delay between the
reception and the emission of the first acoustic pulse. As
explained before, the GIB system provides a set of three
detects over each interrogation cycle. In the figure, these
detects tend to concentrate on two parallel curves that
correspond to the times of reception of the two successive
pulses that are emitted by the underwater unit (recall that
the depth information is coded in the time-delay between
the two emissions). However, there are other detects that
cannot be explained by this mechanism.
6. Simulations

This section describes the results of simulations aimed at
assessing the efficacy of the algorithms derived. In the
simulations, four buoys were placed at the corners of a
square with a 1 km side. The depth of the hydrophones zhi

was set to 5m for all the buoys. The target was assumed to
move at 1m/s speed along segments of straight lines and
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ctories. Right: idem, zoom-in on boxed area.

Table 1

Simulation filter parameters

xð0Þ ½500 400 1 p=4 0�T

x̂ð0Þ ½520 380 0:5 p=2 0�T

Pð0Þ diagf½ð20Þ2 ð20Þ2 ð0:5Þ2 ð0:05Þ2 ð0:005Þ2�g
sv 0.001

sc 0.005

sr 0.02

si 0:1; i ¼ 1; . . . ; 4
Z 0.001
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circumferences with a 15m diameter; see Fig. 7. The
motion of the target was restricted to the horizontal plane,
at a constant depth zp ¼ 50m. The range measurements
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Fig. 8. Left: simulated and estimated cðtÞ. Rig

Fig. 9. The IRIS platform with its arm retracted. The yellow unit can be easi

Fig. 10. GIB buoys (left) and GIB pin
were generated every T ¼ 1 s and corrupted by Gaussian
measurement noise as in (8) with 0:1m2 standard deviation.
The EKF was run at a sampling period of h ¼ 0:1 s.
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ly replaced with a support for the GIB pinger (Courtesy of L. Sebastião).

ger (right) (Courtesy of J. Alves).
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Fig. 11. Screenshot of positioning system/user interface.

Table 2

Experimental filter parameters

Pð0Þ diagf½ð25Þ2 ð25Þ2 ð1Þ2 ð1Þ2 ð0:005Þ2�g
sv 1:58e� 2

sc 1:58e� 2

sr 2:5e� 10

si 4 if DGPS, 10 if GPS, i ¼ 1; . . . ; 4
Z 1e� 3
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Fig. 12. Experimental trajectory.
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The actual and estimated initial states, as well as the process
and measurement noise intensities, are shown in Table 1.

Fig. 7 shows a simulation of actual and estimated two-
dimensional target trajectories and the details of a turning
maneuver. Fig. 8 shows actual and estimated cðkÞ as well
as the details of actual and estimated xðkÞ. Notice the
‘‘jump’’ in the estimates whenever a new measurement is
available. Notice, however how the heading estimates
change slowly in the course of a turning maneuver because
the positioning system incorporates an internal model for
the evolution of yaw rate r. At this point, it is also
important to recall that all estimates of the target motion
are computed using acoustic range measurements only. In
spite of this, the performance of the filter is quite good.

7. Experimental setup and results

Evaluating the performance of an underwater position-
ing system is not an easy task due to the absence of simple
procedures capable of yielding very accurate data against
which to gage the precision of the position estimates. In
some cases, reference positions are produced by off-line
smoothing of actual observations, which is clearly far from
ideal. Another possible strategy is to use a high frequency
LBL to perform such an evaluation (Whitcomb, Yoerger,
& Singh, 1999). In this work, a different setup was adopted
by mounting the GIB underwater pinger on the IRIS
surveying tool seen in Fig. 9, developed in the scope of the
MEDIRES project for automated inspection of both the
emerged and submerged parts of rubble-mound break-
waters (Silva et al., 2003). The IRIS tool consists of a
Inertial Measurement Unit (Seatex MRU-6), two GPS
receivers (Ashtech DG14) with the respective antennas
carefully installed and calibrated at the bow and stern of
the survey vessel, and an underwater body carrying a
mechanical scanning pencilbeam sonar (Tritech SeaKing).
A GPS receiver (Ashtech DG14) is also installed inshore
and calibrated to provide corrections in the post-processing
phase. Based on the GPS data acquired, both onboard
and inshore, and using commercially available post-
processing tools, the location of the underwater unit can
be obtained with an accuracy in the horizontal better
than 10 cm. For our purposes, the scanning sonar was
simply replaced by the GIB pinger. Experimental raw
data were acquired using a commercially available GIB
system in Sines, Portugal, 24th June 2004, during a
campaign of the MEDIRES project at the Sines West
breakwater. Four buoys with submerged hydrophones at
nominal depth of 10m were moored in a square config-
uration with approximately 500m on the side. Fig. 10
shows two GIB buoys together with their hydrophones and
the GIB pinger attached to a modification of the IRIS
structure.

A Matlab-based software application was implemented
with functions to read and process the raw data from the
GIB system log files. These files contain the TOA of the
sound waves at each of the hydrophones and the buoy
positions given by their respective GPS receivers. Because
the rate at which data are acquired and processed is low,
the positioning algorithm runs on a simple PC using
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Matlab. This has proven also sufficient for real-time
processing. Fig. 11 is a screenshot of the graphical interface
developed to report the status of the proposed algorithm
and track the pinger underwater. Table 2 shows the filter
parameters that were used in the mechanization of the
positioning algorithm described in the paper. The inter-
rogation cycle T was set to 1 s. The sampling time h for the
filter was 0.1 s.

The actual experimental trajectory of the pinger and
its estimates can be seen in Fig. 12. Details are shown in
Fig. 13. In the figures, EKF stands for data obtained with
the positioning algorithm proposed, Triang stands for
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Triangulation fixes, and GPS is the post-processed position
reference obtained with the IRIS surveying tool. Note that
Triangulation fixes are only computed when three or more
validated observations are available.
Fig. 14 shows the positions of the buoys given by GPS.

Notice that there is no data from buoy 2 until t � 550 s into
this segment of the mission. Notice also the large jumps in
position on the order of 10m which are reflected into errors
of the underwater positioning system.
Fig. 15 shows the TOA for all buoys. Notice that buoy 2
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operations at sea. Later, it will be seen how even in the
presence of such a dramatic failure the positioning system
can still provide good estimates of the underwater target
position. Fig. 16 is the enlargement of regions 1 and 2 in
Fig. 15, that is, of the TOA for buoys 1 and 4. The upper
and lower figures correspond to the same time interval and
are shown on equal scales. Notice that the TOA for buoy 1
are much more noisier than those for buoy 2. Careful
analysis suggests that multiple acoustic paths are being
detected.
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The number of raw and validated observations during
the trajectory is shown in Fig. 17. Again, notice that buoy 2
starts to broadcast data only during the turn in the
trajectory, which implies that the straight line between
buoys 4 and 2 was done with a maximum of three
observations available. There is an almost constant error of
about 2m between the positions obtained either by EKF or
Triangulation and the ones given by IRIS which can be
observed in Fig. 13. One possible source for this error is the
fact that the hydrophones might not have been in the
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vertical directed along the vertical axis of the buoy, due to
currents. One important issue that has not been mentioned
so far is the estimation of sound speed. It is obviously of
extreme importance to have an accurate estimate of its
value since it is used in the process of transforming
differences in the TOA into distances. An estimate of the
sound speed was determined using a simple LS algorithm
that minimized the residuals of a set of triangulation fixes
at the beginning of the experiments.

Fig. 18 shows the RMS position estimation error of EKF
and Triangulation when compared to the post-processed
GPS. Clearly, the algorithm proposed yields far better
performance than triangulation. The figure does not give
total justice to this fact, because it does not reflect the fact
that the triangulation fixes are often not available due to
bad quality of the data. In fact, only good triangulation
data were considered. Furthermore, because the ratio
T=h ¼ 10 of the EKF filter rate versus the rate of the
triangulation updates is large, the samples used to assess
the performance of the EKF filter far exceed those used in
the triangulation. Again, this fact is not mirrored in Fig. 18
(Table 3).

8. Conclusions and future work

The paper proposed a solution to the problem of
estimating the position of an underwater target in real
time. The experimental setup adopted consists of a system
of four buoys that compute the TOA of the acoustic signals
emitted periodically by a pinger installed on-board the
moving platform (so-called GIB system). The positioning
system fuses the vehicle-to-buoy range measurements by
resorting to an EKF-structure that addresses explicitly the
problems caused by measurement delays. By dealing
directly with each buoy measurement as it becomes
available, a system was obtained that exhibits far better
performance than that achievable with classical triangula-
tion schemes, where all buoy measurements are collected
before an estimate of the target’s position can be
computed. Simulation as well as experimental results show
that the proposed filter is computationally effective and
yields good results, even in the presence of acoustic outliers
or a reduced number of valid buoy measurements. Future
work will address the inclusion of a time-varying threshold
in the time-domain validation strategy described as well as
the study of other nonlinear filter structures for which
convergence results can in principle be derived. Another
interesting topic of research is how to extend the algorithm
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Table 3

Main notation

½xhiðtÞ yhiðtÞ zhiðtÞ�
T ith Hydrophone position at

time t

½xðtÞ yðtÞ zpðtÞ�
T Pinger position at time t

di Distance between Pinger and

ith hydrophone

xðtkÞ ¼ ½xðtkÞ yðtkÞ V ðtkÞ cðtkÞ rðtkÞ�
T Target state at time tk

x̂ðtkÞ ¼ ½x̂ðtkÞ ŷðtkÞ V̂ ðtkÞ ĉðtkÞ r̂ðtkÞ�
T Filter state at time tk

AðxðtkÞÞ;L Target model state matrices

ÂðxðtkÞÞ; L̂ðxðtkÞÞ; ĈðxðsÞÞ; D̂ðxðsÞÞ Filter Jacobian matrices

wðtkÞ Process noise

Q ¼ diagfs2v ;s
2
c; s

2
r g Process noise covariance

matrix

zmðsÞ Measurement vector (with

first m measurements)

vmðsÞ Measurement noise

Rm Measurement noise

covariance matrix

PðtkÞ Filter covariance matrix

(a priori)

PþðsÞ Filter covariance matrix

(a posteriori)

KðsÞ Filter gain matrix

h Filter time step size

T Time between acoustic

emissions

s Time of an acoustic emission

tk Filter time tag

A. Alcocer et al. / Control Engineering Practice 15 (2007) 689–701 701
developed to AUV navigation, that is, how to fuse the filter
estimates with other kinds of sensorial data by relaying
AUV position estimates to the vehicle underwater using an
acoustic communication channel.
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